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Abstract—Packet dispersion techniques, such as packet pair/train techniques have been commonly used to estimate bandwidth in wired networks. However, current packet dispersion techniques have been developed for wired network environments, which may lead to inaccurate results in wireless networks because of the variance in wireless capacities over short time scales. In this paper, we develop an analytical model to investigate the behaviors of packet dispersion in wireless networks. The packet dispersion model is validated using NS2, modified to support the 802.11 MAC layer rate adaptation. By utilizing of packet dispersion model, we clarify that the packet dispersion technique measures the effective capacity and achievable throughput of wireless networks instead of the capacity defined in wired networks. In addition, we analyze the performance of packets dispersion techniques in wireless networks, including the expected value and variance of estimation results and the interaction with channel conditions, such as packet sizes, link rate, bit error rate, and RTS/CTS access method. We show that the fluid traffic model is not applicable in over saturated wireless networks because of the probability based fairness across the nodes in wireless networks.

I. INTRODUCTION

Active bandwidth estimation involves end-host measurement of metrics such as capacity, available bandwidth and bulk TCP transfer rate without accessing intermediate routers along the flow path. Internet applications such as peer-to-peer applications, overlay networks, Content Distribution Networks (CDN) and multimedia streaming can all benefit from accurate bandwidth estimation techniques [1]. However, because current estimation mechanisms such as packet pair/train were originally developed for wired networks, they can yield inaccurate results in wireless networks where environmental conditions cause variability in wireless capacity over short time scales. Wireless mechanisms such as retries with random backoff and dynamic rate adaptation produce bandwidth estimation errors when channel conditions include low reception signal strength or high bit error rate (BER) due to path loss, fading, interference or contention.

The differences in wired and wireless packet dispersion are the major source of bandwidth estimation errors in wireless networks. Thus, reducing measurement errors and improving performance in wireless local area networks (WLANs) requires a better understanding of packet dispersion in wireless networks. While many research models have been developed for wireless networks, few consider WLAN bandwidth estimation issues. Moreover, current research tends to focus on only simplified conditions such as fixed wireless capacity or error free wireless networks [2], [3] to create tractable models. Therefore, this investigation puts forth both an analytic and a simulation model for WLANs that includes packet dispersion under network channel conditions such as channel contention, fading, BER and dynamic rate adaptation. The analytical model captures WLAN packet dispersion behavior to study the impact of channel conditions, such as packet sizes, link rate, BER and the RTS/CTS access method on the mean and variance of bandwidth estimation results. Using the packet dispersion model, we introduce two packet dispersion measures, effective capacity and achievable throughput, and demonstrate their effective use in place of the wired capacity metric. This paper also shows that in the saturated WLAN situation a fluid flow model is not applicable because of the probability-based fairness for channel access across nodes in wireless networks. The packet dispersion model is validated using a NS2 simulator specifically modified to include dynamic rate adaptation in the face of hostile environmental conditions. Armed with both analytic models and simulation tools, this report provides a preliminary review of bandwidth estimation techniques based on packet dispersion in wireless networks. The goal is to provide some insight for possible improved bandwidth estimation techniques for WLANs.

The paper is organized as follows. Section II, summarizes related work in bandwidth estimation using packet dispersion techniques and wireless network modeling. Section III reviews the issues with bandwidth estimation techniques in wireless networks and introduces the rate adaptation and fading simulations in NS2. Section IV describes the packet dispersion model for IEEE 802.11 wireless networks and provide model validations and results. Section V uses the model to analyze packet dispersion related issues in wireless networks. Finally, Section VI and VII conclude the paper and present possible future work.

II. BANDWIDTH ESTIMATION TECHNIQUES

Bandwidth estimation techniques focus on end-to-end network capacity or available bandwidth. Capacity is defined as the maximum possible bandwidth that a link or end-to-end path can deliver [1]. Most capacity concepts refer to IP layer capacity, defined based on the Maximum Transmission Unit (MTU) of the IP layer network. Available bandwidth is the maximum unused bandwidth at a link or end-to-end path in a network. It is a time-varying metric [1] that depends not only on the link rate, but also on the traffic load.

There are many active bandwidth estimation techniques available to the public such as Variable Packet Size (VPS) probing [4], [5], [6], [7], [8]. Packet Dispersion, Self-loading Probing [9], [10], [11], [12], [13], [14], [15], [16], and Probe Gap Model (PGM) [17], [13], [18], [19]. As one of the most simple and mature of these techniques, packet dispersion has been adopted by some commercial applications. For instance, Win-
dows Media Service uses a packet train of three packets to estimate the end-to-end capacity before streaming. Since our model focuses on packet dispersion in wireless networks, it is necessary to briefly review packet dispersion.

Packet dispersion techniques that includes packet pair and packet train probing, measure end-to-end capacity of a network path [20], [21], [22]. Subsequent research and tools, such as bprobe/cprobe [23], nettimer [24], [25], sprobe [26] and pathrate [27], [28] sought to improve dispersion techniques in several ways.

Packet pair dispersion sends two equal-sized packets back-to-back into the network. After traversing the narrow link, the time dispersion between the two packets is linearly related to the narrow link capacity. Packet train dispersion probing extends packet pair probing by using multiple back-to-back probing packets. However, the concepts are similar to that with a single pair.

Figure 1 [1] illustrates the basic concept of packets dispersion. The most important assumption of packet dispersion techniques is that there is not crossing traffic during the packet pair probing. When packets of size $L$ with initial dispersion $\Delta_{in}$ go through the link of capacity $C_i$, the dispersion after the link $\Delta_{out}$ becomes [1]:

$$\Delta_{out} = \max(\Delta_{in}, \frac{L}{C_i})$$  \hspace{1cm} (1)

After packets go through each link along an $H$ hop end-to-end path, the final dispersion $\Delta_R$ at the receiver is:

$$\Delta_R = \max_{i=0,..,H} \left( \frac{L}{C_i} \right) = \frac{L}{\min_{i=0,..,H} C_i} = \frac{L}{C}$$ \hspace{1cm} (2)

where $C$ is the end-to-end capacity. Therefore, the end-to-end path capacity can be estimated by $C = L/\Delta_R$.

Compared to other bandwidth estimation techniques, packet dispersion techniques usually imply faster measurement time and less load on the network. However, the crossing traffic may significantly degrade the accuracy of the capacity measurement [1]. Several statistical filtering methodologies are proposed to mitigate cross traffic effects. For instance, [27] analyzes the local modes of the packet pair dispersion distribution and uses a lower bound of the path capacity measured with long packet trains. [29], [23] propose methods to detect the local modes in the packet pair bandwidth distribution. [30] uses delay variations instead of packet pair dispersion, and peak detection rather than local mode detection.

### III. Issues with Packet Dispersion in Wireless Networks

#### A. Rate Adaptation Simulation

NS2 [31] was used to study packet dispersion in wireless networks because it provides most of the IEEE 802.11 MAC and PHY layer implementations, such as CSMA/CA with MAC layer ARQ, contention, propagation models and error models. However, NS2 does not include a link rate adaptation algorithm. Since the link adaptation algorithm is not specified in the IEEE 802.11 standard [32], each card manufacturer can implement their own control scheme. Usually, these schemes adjust the link rate based on either SNR (a few implementations) or by using accumulated statistics, such as number of retries, packet error rate (PER) or throughput [33], [34]. The Auto Rate Fallback (ARF) protocol [35] was the first commercial MAC implementation to utilize the rate adaptation feature. With ARF, senders attempt to use higher transmission rates after consecutive transmission successes and revert to lower rates after failures. Under most channel conditions, ARF provides a performance gain over pure single rate IEEE 802.11.

Receiver Based Auto Rate (RBAR) is proposed in [36]. With RBAR, receivers measure channel quality using physical layer analysis of the RTS message. Receivers then set the transmission rate for each packet according to the highest feasible value allowed by the channel conditions and send the rate information via the CTS packet back to the sender. Since RTS/CTS messages are sent at the base rate, all nodes can overhear these frames become aware of modified data transmission times and set their backoff timers accordingly. However, RBAR is only available in RTS/CTS access method and not for the basic access method. Similar research from [37] uses the sender’s received signal strength measurement and avoids the need for the RTS/CTS access method.

Unfortunately, these multi-rate adaptation schemes are not integrated into NS2 releases, but a RBAR multi-rate simulation module is provided by [38] for NS2 2.1b7\(^1\). We re-implemented RBAR in NS 2.27 and extended the physical layer parameters

---

\(^1\)Downloadable from http://www-ece.rice.edu/networks/.
using the specifications of the Lucent OriNOCO wireless PC card \(^2\). Figure 2 shows the relationship between the throughput and the distance between the sending and the receiving wireless nodes. The data is from an simulation of two wireless nodes moving away from each other. The link rate decreases as the distance between two wireless nodes increases until the link is dropped when the nodes move out of the transmission range of each other. Average throughput is measured based on a single CBR flow with packet size of 1000 bytes and RTS/CTS enabled.

NS2 by default provides a two-way ground propagation module. To better simulate the link rate adaptation in wireless networks, an additional NS2 extension module has been implemented that models Ricean (or Rayleigh) fading \(^{39}\). The Ricean fading implementation was also imported into NS 2.27 for this study. Figure 3 depicts the rate adaptation caused by Ricean fading as a function of time. In this simulation, two wireless nodes are modeled at a distance of 390 meters so that the link speed will be 11 Mbps without fading effects. Upon simulating the fading effects, the 11 Mbps link rate dynamically adjusts to 5.5 Mbps, 2 Mbps and 1 Mbps in response to the variability in the fading strength.

The RBAR implementation for NS 2.27 can be found online \(^3\), and detailed documentation is provided in \(^{40}\).

**B. Issues with Packet Dispersion in Wireless Networks**

Typical wireless physical layer characterizations, such as the attenuation, interference and fading, increase the instability of wireless network transmissions. This section considers several reasons that may cause current bandwidth estimation techniques to perform poorly in wireless networks.

First, the wireless physical layer usually has a higher BER than do wired networks. Most wireless MAC layers implement Automatic Repeat Request (ARQ) or Forward Error Correction (FEC) to recover lost physical layer frames. 802.11 networks retransmit lost frames up to a fixed threshold using exponential backoff delay between retransmissions. This approach reduces upper layer packet loss, but adds variation to the packet delay. Therefore, for techniques based on the packet delay and packet dispersion measurements, such as Variable Packet Size, Packet Dispersion, Self-loading Probe and Probe Gap Model, link layer ARQ causes inconsistencies in time measurements and larger variation among multiple estimations. For instance, gaps between packet pairs could be compressed or expanded while passing through the wireless AP even when there is no congestion in the network.

Second, the wireless media is shared by all WLAN nodes and crossing traffic has a relatively strong impact on the accuracy of the bandwidth estimation techniques. The term *crossing traffic* refers to traffic that does not contend with the probing packets but does share the bottleneck. As shown in Figure 4, crossing traffic usually comes from the AP to clients (2) that are associated with the same AP. Excepting the contending effects with other traffic in the wireless networks, crossing traffic in wireless networks shares the bandwidth with the probing traffic as in the wired networks. However, even though statistically the contending effects caused by crossing traffic is also indirectly impacts the estimation result, this impact is able to be captured by the packet dispersion techniques. Therefore, contending effects will not be considered when discussing crossing traffic in this paper. This means wireless crossing traffic effects are the same as in wired networks. On the other hand, *contending traffic* is the traffic that contends with the probing packets on the path being estimated when accessing the shared wireless channel. As shown in Figure 4, contending traffic usually comes from clients to the same AP (3) or between other clients and APs (4) in the interference range. In IEEE 802.11 networks there is random backoff between two successive packets from the same node to avoid capturing the channel. This makes packet dispersion techniques vulnerable to contending traffic. For example, even when a packet pair arrives back-to-back at the AP, the AP delays the second packet in the pair by inserting a random backoff time between the successive packets. Any node in the same wireless network that has traffic to send during the delay period between the two packets can further delay the second packet in the pair. Thus the capacity estimated by packet dispersion techniques is significantly impacted by contending traffic. Similarly, for the available bandwidth estimation techniques, such as the Gap Probe Model or Self-loading Probe techniques, delays be-

---

\(^2\)http://www.agere.com/client/wlan.html

\(^3\)http://www.cs.wpi.edu/~lmz

---

Fig. 3. Link rate adaptation under Ricean fading

Fig. 4. Probing, crossing and contending traffic in a WLAN
between packets is not related to the amount of crossing traffic and this causes errors in bandwidth estimation. Moreover, for some transport protocols, such as TCP, the self-contention caused by the acknowledgment packets in the opposite direction to the data traffic may further degrade the bandwidth estimation accuracy.

Finally, 802.11 networks support physical layer rate adaptation, which automatically lowers the packet transmission rate as the wireless network condition changes. Rate adaptation has great impact on all bandwidth related estimation techniques. For example, bandwidth estimation tools assume fixed capacity during the measurement. This may not be true for a WLAN in a bad channel condition as shown in Figure 3. Therefore, extra effort must be taken to estimate the capacity change at the same time.

Figure 5 illustrates the impact caused by wireless network conditions on the capacity estimation using packet pair techniques in a NS2 wireless simulator. The simulation sends continuous downstream packet pairs over a single hop wireless 802.11b network with different wireless parameters. The ideal channel condition has no error and fading effects. The fading channel applies Ricean propagation discussed earlier to simulate the fading effects. The BER case uses a uniform error model with a of BER $5.0 \times 10^{-4}$ to simulate the impact caused by wireless errors. The contending case uses a 1 Mbps upstream CBR traffic to simulate the impact caused by contention. The CDF curve of each case was computed based on 1000 packet pair estimations sent over the wireless network. Both the packet pair and contending traffic have a packet size of 1000 bytes and with RTS/CTS access method enabled.

As illustrated in Figure 5, the estimated capacities of the ideal channel are uniformly distributed over the range of 3.1 Mbps to 4.1 Mbps due to the random backoff space between two successive packets. The fading channel shows a multiple mode distribution, which is caused by the rate adaptation caused by fading effects. The contending channel has a strong offset on the capacity estimation at about 1.8 Mbps, which is due to the delay caused by contending packets in the wireless network. The estimated capacity in the error channel ($BER = 0.0005$) shows a great number of continuous distributions under 1.8 Mbps range, which is caused by the packet delay due to both the ARQs and the exponential backoff delay between consecutive retransmission. However, the step trend between 1.8 Mbps and 3.1 Mbps is similar to the distribution of contending channel.

To compare the error cause by these wireless network conditions, the relative error $E$ is shown in Figure 6, which is computed using Equation 3:

$$E = \frac{|C_{\text{est}} - C|}{C} \quad (3)$$

where $C_{\text{est}}$ is the estimated capacity, $C$ is the wireless network capacity, which usually is unknown in the real systems. However, we use the throughput of a single CBR with the same packet size as the packet pairs and a higher sending rate than capacity to represent the $C$ in the same setup. For example, as shown in Figure 5, the vertical line marked with “Ideal CBR” and “Fading CBR” are the average CBR throughputs, which can be used to represent $C$ of the ideal channel and fading channel, respectively. Therefore, the $C$ of the ideal channel has a value of 3.54 Mbps, which is also applied to the contending channel and error channel. The $C$ in the fading case has a value of 2.35 Mbps, which is lower than the ideal channel capacity because of link rate adaptations.

Figure 6 shows similar relative error distribution trends as observed in Figure 5. The ideal channel capacity estimation error is lower than 0.2. Due to the fading channel capacity used in Equation 3, the relative error distribution shows a continuous trend instead of a multi-mode trend. The contending channel has about 20% estimations that have a 0.4-0.5 error, which is caused by the contention delay of the second packet in the packet pair. The error channel has a higher relative error up to 0.9, which is caused by the combined effects of both ARQ and exponential backoff delay in the IEEE 802.11 MAC layer. Similar step trends are observed in the distribution of both the contending channel and the error channel. These steps represent the error caused by the amount of extra packet transmission and exponential backoff delay in between the packet pair.

In summary, the issues discussed above, including the ARQ, contending traffic and rate adaptation vary the packet transmission and queuing behaviors at the wireless AP, which could im-
pact the accuracy, convergence time and usability of current active bandwidth estimation techniques in wireless networks.

IV. PACKET DISPERSION MODEL FOR WIRELESS NETWORKS

Characterizing the packet transmission delay is the key component for packet pair/train dispersion based bandwidth estimation techniques. In this section, we create an analytical model for investigating the relationship between packet dispersion estimation and the wireless network conditions based on existing performance models of IEEE 802.11 wireless networks.

Modeling of wireless network performance can provide a low cost, fast way to analyze the wireless conditions with varied configurations. However, accurate modeling of wireless network performance in a complex configuration is still a challenge, since wireless network performance is affected by many parameters, such as the signal attenuation, fading, interference, bit error, and contention. Most of the existing modeling research are based on different assumptions.

For an end-to-end network path with the last mile a wireless connection, we assume the bottleneck (both the narrow link and the tight link) is the wireless network. While this assumption may not be true for all end hosts, however, it decouples the wireless issues from other related issues and simplifies the analysis in the wireless networks. Moreover, to simplify the model, we assume there is no crossing traffic when we model the packet pair dispersion in wireless networks.

A. Packet Dispersion Model

The goal of our model is to characterizing the dispersion $T$ between two packets in a packet pair. The model provide the average and variance of packet dispersion, $E[T]$ and $V[T]$, with giving wireless network setup, such as packet size, link rate, bit error and access methods.

There are a number of existing IEEE 802.11 performance models, such as the performance models from [41], [42] and capacity models from [43]. Our packet dispersion model is based on the Markov chain models built by [41] and [42]. To create the packet dispersion model, we review these models in detail in this section.

The research in [41] uses Markov chain models to analyze DCF operation and calculates the saturated throughput of the 802.11 protocol. The model assumes an idealistic channel condition of collision-only errors and unlimited packet retransmissions, such that a lost packet is retransmitted until its successful reception. In addition, the model assumes a fixed number of stations in the network, and the network operates in saturation conditions, i.e., the transmission queue in each station is assumed to be always nonempty. Research in [42] extends the existing model to include the effect of transmission errors.

In the model created in [42], with a given bit error rate (BER), based on the derivation from the Markov chain model, the probability $\tau$ that a station transmits in a randomly chosen time slot can be presented as:

$$\tau = \frac{2(1-2p)(1-p^m+1)}{W_{\min}(1-(2p)^{m+1})(1-p)+(1-2p)(1-p^{m+1})}$$  \tag{4}

where $W_{\min}$ is the initial contention window size, $m$ is the maximum backoff stages, and $p$ is conditional collision probability:

$$p = 1 - (1-\tau)^n-1(1-\text{BER})^{L+H} \tag{5}$$

where $n$ is the number of stations in the network, $L$ and $H$ are the packet size and packet header (physical layer plus MAC layer) in bits.

The author proves that there is a unique solution for $\tau$ and $p$ from the nonlinear system presented by Equation 4 and 5. Therefore, $\tau$ and $p$ can be obtained by numerical techniques.

The throughput $S$ is modeled by:

$$S = \frac{E[\text{payload transmitted in a slot time}]}{E[\text{length of a slot time}]}$$

$$= \frac{P_sP_tE[L]}{(1-P_{tr})\sigma + P_{tr}P_sT_s + P_tP_cT_c + P_{tr}P_{err}T_{err}} \tag{6}$$

where $E[L] = L$ for a fixed packet size, $P_{tr}$ is the probability that there is at least one transmission in the time slot:

$$P_{tr} = 1 - (1-\tau)^n \tag{7}$$

$P_s$ is the probability that a transmission occurring on the channel is successful:

$$P_s = \frac{n\tau(1-\tau)^{n-1}}{1-(1-\tau)^n}(1-\text{PER}) \tag{8}$$

where PER is the packet error rate, that can be computed from the BER as $PER = 1 - (1-\text{BER})^{L+H}$. The probability $P_c$ that an occurring transmission collides because two or more stations simultaneously transmit is:

$$P_c = 1 - \frac{n\tau(1-\tau)^{n-1}}{1-(1-\tau)^n} \tag{9}$$

and the probability $P_{err}$ that a packet is received in error is:

$$P_{err} = \frac{n\tau(1-\tau)^{n-1}}{1-(1-\tau)^n}\text{PER} \tag{10}$$

Thus the average length of a slot time is given by:

$$E[\text{slot}] = (1-P_{tr})\sigma + P_{tr}P_sT_s + P_tP_cT_c + P_{tr}P_{err}T_{err} \tag{11}$$

where $T_s$ is the average time the channel is sensed busy because of a successful transmission and $T_c$ is the average time the channel is sensed busy by each station during a collision. As defined in [41], Equations 12, 13 and Equations 14, 15 give the value for $T_{bas}^c$, $T_{bas}^s$, $T_{rts}^s$, $T_{rts}^c$, which are $T_s$ and $T_c$ of the basic access case and RTS/CTS access mechanism, respectively:

$$T_{bas}^s = H + E\{L\} + sifs + \delta + ack + difs + \delta \tag{12}$$

$$T_{bas}^c = H + E\{L\} + difs + \delta \tag{13}$$

$$T_{rts}^s = rts + sifs + \delta + cts + sifs + \delta + H + E\{L\} + sifs + \delta + ack + difs + \delta \tag{14}$$

$$T_{rts}^c = rts + difs + \delta \tag{15}$$
where $\text{rts}$, $\text{cts}$, $\text{ack}$, $H$ and $E\{L\}$ are the transmission times of RTS, CTS, ACK, packet header (physical layer plus MAC layer) and data packets, respectively, and $E\{L\} = L$ for a fixed packet size. $\delta$ is the propagation delay. $\text{sifs}$ (Short Interframe Space), $\text{difs}$ (Distributed Interframe Space) and other specific values for DSSS are defined in the IEEE 802.11 Standards [32]. $T_{er}$ is defined in research [42]. However, since their research considers the basic access method only, they assume $T_{er} = T_{c} = T_{s}$. This is incorrect if the access method has RTS/CTS enabled.

As modeled in [44], the average packet delay $E[D]$ of a packet that is not discarded, is given by:

$$E[D] = E[X] \times E[\text{slot}]$$

(16)

where $E[X]$ is the average number of slot times required to successfully transmit a packet and is given by:

$$E[X] = \sum_{i=0}^{m} \left( (p^i - p^{m+1}) \frac{W_i + 1}{1 - p^{m+1}} \right)$$

(17)

where $(1 - p^{m+1})$ is the probability that the packet is not dropped, $(p^i - p^{m+1})/(1 - p^{m+1})$ is the probability that a packet that is not dropped at the stage $i$, and $W_i$ is the contention windows size at stage $i$.

The dispersion $T$ between two packets in a packet pair is the delay between the arrival times of the first and second packets. Therefore, we need to model both the delay before the transmission of the second packet, $E[D]$, and the time used to transmit it, $T_s$. Thus the dispersion time can be modeled as shown in Equation 18 [45].

$$E[T] = E[D] + T_s$$

(18)

where $T_s$ can be modeled by the Equation 12 or Equation 14 according to the access methods, respectively. $E[D]$ can be modeled as a function of the average length of a slot time, which is modeled by the Equation 11 and the average number of slot times required for transmit a data packet. Since $E[D]$ depends on the number of nodes $n$ in the network, wireless link rate $C_t$ and average packet size $L$, we can rewrite the equation as:

$$E[D] = d(C_t, L, n)$$

(19)

Similarly, to include the impact caused by wireless link rate $C_t$ and the probe packet size $L$, we modify Equation 12 and Equation 14 as follows:

$$T_s = t_s(C_t, L)$$

(20)

Therefore, the packet dispersion estimation result $C_{cst}$ can be computed using Equation 21:

$$E[C_{cst}] = \frac{L}{E[T]} = \frac{L}{d(C_t, L, n) + t_s(C_t, L)}$$

(21)

Note that Equation 21 is different from the throughput model defined in Equation 6. The throughput is average achievable bitrate taking into the consideration of the probability of transmitting and successful transmission, while $C_{cst}$ represents the average estimation result from packet dispersions.

Contending traffic in the wireless network causes extra delay to the probing packets. For estimation using packet dispersion techniques, this extra delay can cause an under-estimate of the capacity. The impact caused by contending traffic is more sensitive to the number of nodes in the network than the traffic load at the individual nodes. By making the assumption that each node in the wireless network always wants to send, $E[D]$ includes the contending traffic based on the number of nodes in the network.

The wireless channel conditions can be characterized by multiple parameters, such as RSSI, SNR, or BER. However, modeling the effects caused by signal strength, path loss, fading, interference and noise is left as future work. Instead, we simplify the model by using the BER only to represent the channel condition, assuming other wireless conditions impact BER. As the number of backoffs increases, the $E[D]$ increases exponentially until it successfully transmits or discards because of exceeding the retry limits.

We can evaluate the impact of the channel condition on the bandwidth estimation results by modeling the variance of the packet dispersion $V[T]$. If we consider the variance caused by contention and errors, similar to Equation 18, we have:

$$V[T] = V\{D + T_s\} = V[D]$$

$$= \sum_{i=0}^{m} (\overline{D}_k - E[D])^2 P_i$$

$$= \sum_{i=0}^{m} \left[ \sum_{k=0}^{i} \frac{E[\text{slot}](W_{k+1} + 1)}{2} + iT_s - E[D] \right]^2 P_i$$

(22)

where $P_i = (p^i - p^{m+1})/(1 - p^{m+1})$, which is the probability that a packet is not dropped at the stage $i$. $\overline{D}_k$ is the average delay for $k$ stage backoff, which is given by $\overline{D}_k = \sum_{k=0}^{i} \frac{E[\text{slot}](W_{k+1} + 1)}{2} + iT_s$, where $T_s$ is the average collision time due to contentsions or errors:

$$T_{rts} = \frac{T_{rts} P_{rts} + T_{rts} P_{rts}}{P_{c} + P_{er}}$$

(23)

where $T_{rts} = \frac{P_{rts} P_{rts} + P_{rts} P_{rts}}{P_{er} + P_{er}} + \frac{T_{er} \left( P_{rts} + P_{rts} \right)}{P_{er} + P_{er}}$ (25)

and the expected overall probability that a packet is error for RTS/CTS access method $P_{er}$ can be modeled as:

$$P_{er} = \frac{P_{rts} P_{rts} + P_{rts} P_{rts} + P_{rts} P_{rts} + P_{rts}}{P_{rts} + P_{rts} + P_{rts} + P_{rts} + P_{rts} + P_{rts}}$$

(26)

where the $P_{rts}$, $P_{rts}$, $P_{rts}$, $P_{rts}$ are the probabilities that a packet error occurs in RTS, CTS, DATA and ACK packets, respectively.
TABLE I
IEEE 802.11 PHYSICAL LAYER PARAMETERS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W_{\text{min}}$</td>
<td>32</td>
</tr>
<tr>
<td>$W_{\text{max}}$</td>
<td>1024</td>
</tr>
<tr>
<td>MAC header</td>
<td>34 bytes</td>
</tr>
<tr>
<td>Phy header</td>
<td>24 bytes</td>
</tr>
<tr>
<td>ACK</td>
<td>38 bytes</td>
</tr>
<tr>
<td>CTS</td>
<td>38 bytes</td>
</tr>
<tr>
<td>RTS</td>
<td>44 bytes</td>
</tr>
<tr>
<td>Slot time</td>
<td>20 µsec</td>
</tr>
<tr>
<td>SIFS</td>
<td>10 µsec</td>
</tr>
<tr>
<td>DIFS</td>
<td>50 µsec</td>
</tr>
</tbody>
</table>

Giving the capacity function $C_{\text{est}} = \frac{L}{T}$ is twice differentiable and the mean and variance of $T$ are finite, we can approximate the variance of the estimated capacity by Delta method using second-order Taylor expansions ⁴:

$$V[C_{\text{est}}] \approx V[T] \left[ \frac{L}{T} \right]^2 = V[T] \left( \frac{L}{E^2[T]} \right)^2 \quad (27)$$

B. Model Validation

We use the NS2 simulator discussed in Section III to validate our packet dispersion model in different conditions, including channels in ideal condition, channels with contention and bit errors and channels with basic or RTS/CTS access methods. We create the random topology shown in Figure 7 to perform the bandwidth estimation using packet pairs. All the nodes in the topology are within transmitting range of each other, so that we can eliminate the impact of hidden terminal problem. The bandwidth estimation results of the simulations are computed based on the equation $\frac{L}{T}$, where $T$ is the average dispersion time from 500 packet pairs. To validate our model, we use the average dispersion of the packet pairs ($\bar{T}$) to compute the average estimation result:

$$C_{\text{est}} = \frac{L}{\bar{T}} = \frac{L}{\sum_{n=0}^{n} \frac{T}{n}} \quad (28)$$

The parameters setup plays an important role in the evaluating of the packet dispersion model. There are issues noticeable in our parameters setup. First, we create programs based on equations discussed in Section IV to obtain the numerical solutions of $p$ and $\tau$ since there is no closed-form solutions for them. Moreover, the computation of the time for $T_{\tau}$ and $T_{\tau}$ also takes the low transmission rate of the PLCP header [32] into the consideration. Finally, we setup the identical parameters used in both of the model and the simulation, which are listed in Table I.

For the ideal channel case with only the wireless AP and one client node in the network, there is no contending traffic or bit errors, the $E[D]$ is only the backoff between two successive packets with contention window size $W_{\text{min}}$, and the $E[\text{slot}]$ is the MAC layer slot time $\sigma$, thus the delay model can be simplified as:

$$E[D] = \frac{E[\text{slot}](W_{\text{min}} + 1)}{2} = \frac{\sigma(W_{\text{min}} + 1)}{2} \quad (29)$$

Figure 8 depicts the bandwidth estimation results of models and simulations. The datarate of the link is set to 11 Mbps with basic and RTS/CTS access methods, and the packet range is from 100 Bytes to 1500 Bytes. For each packet size in either RTS/CTS or BAS access method, the simulation results and the error bar in the figure are the average and standard deviation from 500 packet pair estimations. The model results and simulations fit well to each other for the ideal cases.

For the case with contention, we create different contending levels by the number of nodes in the network. Assuming that each node in the network always has traffic to send, we can apply the model to estimate the packet dispersion results in such saturation conditions. To simulate the saturation conditions, we create upstream CBR traffic from each node to the AP, and send the probing traffic downstream from the AP to one of the nodes. The CBR traffic is set to 8 Mbps, which is greater than the capacity of the 802.11b network. The probing packet pairs are sent at a lower overall rate of 100 kbps to avoid the impacts on the
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estimation results. Figure 9 depicts the model and simulation results of bandwidth estimation of packet pairs with basic access method, a 11 Mbps link datarate and a packet size of 1500 Bytes. Similar to the ideal case validation, the simulation results and the error bar in the figure are the average and standard deviation from 500 packet pair estimations. The model can effectively predict the simulated results for all tests with 2 to 50 nodes in the network.

To further validate our model, we also consider the channels with bit error rates. Similar to channels with contention, we repeat the simulation for different number of nodes, with a typical bit error rate of $1 \times 10^{-5}$, 11Mbps link datarate and packet size of 1500 Bytes. Table II summarizes the validation we performed with different channel conditions, which shows a close match between the model and the simulation. The mean error and standard deviation are the average and standard deviation of relative errors, which is computed by Equation 3, for 2 to 50 nodes.

In addition to the validations of packet dispersion model, we also perform the sanity tests on the parameters we used in our models. We compared the throughput we obtained from the simulation and from our model using Equation 6. Figure 10 depicts that there is a close match between the modeled and simulated throughput for the basic access methods under different numbers of nodes in the network. Table III summarized the mean errors and standard deviation for all the cases, which generally validate the parameters use in our model.

### Table II

<table>
<thead>
<tr>
<th></th>
<th>Error Free</th>
<th>BER $= 10^{-5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RTS/CTS</td>
<td>Basic</td>
</tr>
<tr>
<td>Mean Error</td>
<td>8.05%</td>
<td>9.40%</td>
</tr>
<tr>
<td>Stdev</td>
<td>6.72%</td>
<td>5.30%</td>
</tr>
</tbody>
</table>

### Table III

<table>
<thead>
<tr>
<th></th>
<th>Error Free</th>
<th>BER $= 10^{-5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RTS/CTS</td>
<td>Basic</td>
</tr>
<tr>
<td>Mean Error</td>
<td>7.68%</td>
<td>3.44%</td>
</tr>
<tr>
<td>Stdev</td>
<td>3.97%</td>
<td>2.87%</td>
</tr>
</tbody>
</table>

### V. Analysis

#### A. What does Packet Dispersion Measure?

Understanding packet dispersion on wireless networks, requires considering separately the saturated and non-saturated scenarios. An over-saturated wireless network is caused by multiple non-responsive traffic sources, such as UDP traffic, transmitting at a higher rate than the fare-shared bandwidth. There is no available bandwidth in an over-saturated network and each node is contending with other traffics to access the wireless channel. The overall throughput is reduced due to the contending effects. Since the model developed in the previous section does not extend over the whole network path, the focus of our analysis is on the packet dispersion inside the wireless hop. Namely, it is assumed that all packet dispersion happens at the AP and there is no crossing traffic in the downstream direction. As mentioned in Section IV-A, this assumption does not hold for all networks and thus we decouple the issues caused by wireless networks from those associated with wired network. Moreover, packet dispersion problems in wired networks have been studied in details in other previous research, such as [1], [27].

Consider a non-saturated WLAN with low BER where the probability of packet pair dispersion due to contending traffic is relative low. Then the packet pair dispersion estimate represents the maximum channel capability for forwarding traffic for a given probing packet size. However, this capability includes the overhead caused not only by packet headers, but also by the random delay between successive packets, MAC layer contention backoff, MAC layer ARQ, basic two way hand-shake
(DATA/ACK) or four hand-shake (RTS/CTS/DATA/ACK). Emphasizing this difference, the term effective capacity indicates the maximum capability of the wireless network to deliver network layer traffic. Unlike in the wired network scenario, effective capacity changes as the wireless connection changes. For example, wireless rate adaptation alters the effective capacity by adjusting packet transmission rate. Therefore, effective capacity is defined as a function of time and packet size:

$$C_e = \frac{\int_{t_0}^{t_1} f(t) \, dt}{t_1 - t_0}$$

(30)

where $T(t)$ is the average packet pair dispersion at time $t$. Thus, the packet pair dispersion estimate measures effective capacity in the non-saturated WLAN case without the impact of MAC layer retries. Moreover, in the discrete mode, the effective capacity is represented as:

$$C_e = \frac{\sum_{i=1}^{n} L(T(i))}{n}$$

(31)

where $n$ is the number of samples from packet pair measurements. $T(i)$ is the dispersion of the $i$th packet pair.

However, in a wireless network with considerable contending traffic or bit errors, the MAC layer retry caused by BER and collisions between the probing traffic and contending traffic will add extra delay to the packet dispersion. Therefore, average packet pair dispersion represents the average time used to forward one single packet. This represents the traffic the network can forward given the existing contending traffic or BER. This average packet pair dispersion rate is not the available bandwidth because it includes the impact of contending traffic. This metric, referred to as Achievable Throughput for the current level of contending traffic, is:

$$A_t = \frac{L}{n} \sum_{i=0}^{n} T(i)$$

(32)

The MAC layer retries caused by contention and BER are major sources of achievable throughput degradation. The achievable throughput is greater than the available bandwidth because it aggressively take the bandwidth from the crossing traffic. It represents the average throughput that one can get along the same direction as the probing traffic. Therefore, we have the following relationship among the available bandwidth ($A$), Achievable Throughput ($A_t$) and effective capacity ($C_e$): $A \leq A_t \leq C_e$. Moreover, in a non-saturated WLAN that has available bandwidth for new traffic, the achievable throughput can be modeled using the fluid model due to the fact that contending effects can be ignored if the total throughput in the wireless network is less than effective capacity. However, in the over-saturated network there is no available bandwidth, and the achievable throughput represents the fare share of the effective capacity for all the active contending nodes.

To illustrate achievable throughput in an over-saturated wireless network, we compare packet pair estimation results with CBR throughput in the simulation topology used in Figure 7. The achievable throughput was computed from the dispersion time of 500 packet pairs with a low overall sending rate of 100 Kbps and a CBR rate set to 10 Mbps. The contending traffic at each node is 10 Mbps, and the packet size for packet pairs, contending traffic and CBR traffic are all 1500 bytes. Figure 11 shows that the packet pair estimates closely match the CBR achievable throughput. The modeled results from Figure 12 shows that the model also confirmed the achievable throughput and the actual average throughput. In this over-saturated scenario, the CBR throughput represents the achievable throughput, which is also the fare share of the overall effective capacity.

Packet train techniques apply the same packet dispersion idea as packet pair dispersions. However, the large number of packets in the train make it more vulnerable to contending traffic. Therefore, packet train dispersion in wireless network does not measure the effective capacity, but rather it indicates the achievable throughput.

In practice, wireless networks are usually a mixture of contending, bit errors and rate adaptation conditions. It is difficult to distinguish packet dispersion results that are impacted by MAC layer retry from results due to rate adaptation in WLANs. Even though we can estimate the achievable throughput, it can be difficult to determine the effective capacity from the estimation results in a mixed channel conditions. Therefore, other tech-
techniques may be needed to remove MAC layer retries caused by contention and BER to get more accurate effective capacity estimates.

B. Analysis of the Estimation Results

B.1 Probing Packet Size

As discussed in [46], the packet size has great impact on the measurement of wireless network throughput because the overhead in wireless networks is relatively larger than the overhead in wired network. Similarly, the packet size of the probing traffic impacts the estimation results significantly. Using the packet dispersion model, we can discover the relationship between the probing packet size and the average estimation results. In general, as the increase of the packet size, the relative overhead caused by header is reduced. For example, Figure 13 and 14 depict the effective capacity under ideal conditions, with basic access and RTS/CTS access methods, respectively.

In order to effectively estimate bandwidth, the probing packet size must be close to the packet size of the applications that perform the bandwidth estimation. For example, a streaming multimedia application should use a probing packet size close to the media packet, so that it can use the result to improve the streaming control.

B.2 Wireless Link Datarate

The rate adaptation in the wireless MAC layer can impact the effective capacity significantly. However, without knowing the wireless channel condition and the rate adaptation algorithm implemented by individual vendors, it is difficult to model the real impacts caused by rate adaptations. Figure 15 illustrates the relationship between effective capacity and the channel capacity in an ideal condition, with packet size 1500 Bytes, for both basic and RTS/CTS access methods.

B.3 Bit Error Rate

Bit errors reduce the achievable throughput in wireless networks because the MAC layer retries reduce the efficiency of the wireless network. In addition, the packet drops due to exceeding MAC layer retry limits can also directly reduce the achievable throughput in wireless networks. Figure 16 shows the packet dispersion results of the model and simulation for a 5-node wireless network with the BER ranging from $1 \times 10^{-7}$ to $1 \times 10^{-3}$, with packet size of 1500 Bytes and basic access method. The achievable throughput decreases as the BER increases. As the BER approximate $1 \times 10^{-3}$, the wireless network get almost no achievable throughput.

B.4 RTS/CTS and Basic Access Methods

RTS/CTS four-way handshake is designed to eliminate the impact caused by hidden terminals by reducing the cost of collision. However, it creates a considerable amount of overhead in the wireless network. Without considering the hidden terminal problems, RTS/CTS can still improve the network average throughput under the high traffic load conditions. Figure 17 use the model to illustrate the crossover point where RTS/CTS gets higher achievable throughput compared to basic access method for different link rates. The crossover point is measured as the number of fully loaded nodes in the wireless network. The modeled results are based on packet size of 1500 Bytes. As shown in the figure, the higher the link datarate, the more likely basic
mode can have a higher throughput than RTS/CTS. For example, RTS/CTS will only have a higher throughput if there are more than 57 fully loaded nodes in the network. Moreover, BER will reduce the crossover point to make RTS/CTS achieve a higher throughput at a lower traffic load. This result confirms why RTS/CTS is default to off in most wireless network devices.

C. Analysis on the Standard Deviation of the Estimation

The packet dispersion model also provides the variance and standard deviation of the estimation results. Figure 18 shows the standard deviation of the estimations from models and simulations with packet size of 1500 Bytes and basic access method. The standard deviation of the simulated estimation is computed based on 500 packet pair dispersions. As the traffic load increases, the standard deviation decreases, meaning more contending sources will result in a more even distribution of backoff delay cross multiple estimations. However, for less than five nodes, the standard deviation model does not match the simulation result well. This is because variance of randomly selected number of backoff time slots in the contention windows is not included in Equation 22. With a high traffic load network, the variances from multiple random backoff time slots can be safely ignored because they are relatively small comparing to the variance due to the number of retry. However, the probability of retry is low for the network with less than five nodes, thus the time slots variances dominate the overall variance, and causes the mismatch between the model and simulation.

Analysis of variance of the bandwidth estimations may be helpful for designing new algorithms that provide proper results for certain applications. Such as to decide the number of packet pairs or the length of packet trains. In addition, the variance of packet dispersion can also provide additional information for inferring the network conditions, such as the traffic load and the bit error rate.

C.1 Probing Packet Size

Packet size may cause variance in the bandwidth estimation results. In general, larger packet size will result in a relatively larger variance. Figure 19 depicts the standard deviation of packet pairs estimation in a 5-node wireless network, with no errors and BER = 10^{-5}, and basic access method. The BER curve shows a higher standard deviation than the error free channel for the same packet size. This is because the packet error rate will increase as the bit error rate increases, which increases the probability of MAC layer retries, therefore cause more variance in the estimation results.

C.2 Wireless Link Datarate

Similar to the probing traffic packet size, the variance of bandwidth estimations in a high datarate link is higher than the variance in a low datarate link. Figure 20 shows the standard deviation of packet pairs estimation in a 5-node wireless networks, with no errors and BER = 10^{-5}, and packet size of 1500 bytes. The variance of bandwidth estimations increases as the channel datarate increases. This implies that the higher the link datarate, the higher the relative error in the estimation. Compare to the channel without errors, the channel with errors has a higher variance for all datarates. This is because the bit errors cause more MAC layer retries, therefore cause more variance in the estimation results.
C.3 Bit Error Rate

Bit errors impact not only the packet dispersion result in wireless networks, but also its variance. Figure 21 shows the standard deviation for a 5-node wireless network with BER ranging from $1 \times 10^{-7}$ to $1 \times 10^{-3}$, with packet size of 1500 bytes and 11 Mbps link rate. In general, for BERs less than $10^{-5}$, the standard deviation increases as the BER increases. The variance start to drop down as BERs increases over $10^{-5}$. This is because the number of retries is shift up to the retry limit by packet errors, therefore reducing the variance in the backoff delay across multiple packet pairs. In fact, for a BER higher than $10^{-4}$, the packet drop rate so high that only few packet can get through the network with a large number of retries. Moreover, the basic access method and RTS/CTS methods result in different standard deviations, where RTS/CTS access method has a lower standard deviation.

VI. CONCLUSION

In this paper, we developed an analytical model to investigate the behaviors of packet dispersion in wireless networks. The packet dispersion model is validated using the NS2 simulator extended to supports the 802.11 MAC layer rate adaptation. By utilizing the packet dispersion model, we draw the following conclusions.

1. Packet dispersion measures the effective capacity and achievable throughput of the wireless networks instead of the capacity in wired networks. Effective capacity is defined as a function of the packet size and time, which reflect the effective capability of a wireless network to forward data traffic during a given time period. Achievable throughput is the maximum throughput that a node can achieve in contending with other existing traffic in a wireless network.

2. Wireless channel conditions, such as packet sizes, link rate, BER and RTS/CTS access method impact the bandwidth estimation results and the variance of the result. We draw the conclusion that the packet size and link rate have positive correlation with both the estimations and variances of the estimations. The BER of the channel has a negative correlation with both the estimations and variances of the estimations. RTS/CTS access method reduces the estimation result, as well as the variance of the estimations.

3. The fluid traffic model is not applicable in over saturated wireless networks because the probability based fairness across the nodes in wireless networks.

VII. FUTURE WORK

By utilizing the packet dispersion networks, we propose the following improvement for packet dispersion techniques in
wireless networks.

- The model provide the expected value and variance of packet dispersion for a range of wireless network conditions. This information can decide the required number of samples that can provide given error margin or confidence interval, therefore, improving the robustness of packet dispersion techniques in resisting of multiple error sources.
- By studying the distribution of packet dispersion behavior under varied wireless network conditions, we can develop algorithms that estimates other characterization of the wireless network, such as the network utilization or rate adaptation.
- Further study can discover the relationship between achievable throughput and available bandwidth in wireless networks. Therefore, by analyzing the packet dispersion results, we can infer the available bandwidth of wireless networks.
- By combining the existing fluid model of bandwidth studies, we can further improve the accuracy of packet dispersion techniques for the network path, with crossing traffic and contending traffic.
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