




right well. The potential energies of the two wells are different and, therefore, the

two parts of the condensate will acquire a relative phase shift. If the recombination

stage is also relatively fast, interference fringes will be observed after recombination.

The physics of traversing the avoided crossing of Fig. 3.1 is very similar to the

Landau-Zener effect [57, 58, 59].

3.2 Analytic model

For a single-well potential, ∆ω >> f in Eq. (3.10), modes A1 and A2 are decoupled

and evolve independently without energy exchange. When the two wells are far

apart, ∆ω becomes exponentially small and f grows as a linear function of the

distance between the wells. In this case ∆ω << f , and solution of Eq. (3.10) is again

trivial. Nontrivial evolution of the modal amplitudes A1 and A2 takes place in the

vicinity of the avoided crossing (the region inside the dashed box in Fig. 3.1), when

f and ∆ω are of the same order of magnitude: ∆ω ≈ f . To analyze this evolution in

the framework of an analytically-solvable model, the frequency difference ∆ω near

the avoided crossing will be approximated by a linear function of time and f will be

held constant since it changes much slower than ∆ω.

Specifically, we assume that in the vicinity of the avoided crossing

∆ω(t) =





−(t/Ts)f, t < 0

0, t > 0
(3.14)

at the separation stage and

∆ω(t) =





0, t < 0,

(t/Tr)f, t > 0
(3.15)
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at the recombination stage.

Using Eq. (3.14) in Eq. (3.11), we get

d2

dz2
A1 +

[
−ip+

1

2
− z2

4

]
A1 = 0, (3.16)

where z = (f/Ts)
1/2eiπ/4t and p = fTs.

Using Eq. (3.4) to find A2 yields

A2 =
ei3π/4

√
p

[
d

dz
A1 +

z

2
A1

]
. (3.17)

Solutions of Eq. (3.16) and (3.17) can be found in terms of parabolic cylinder func-

tions [60] and are of the form

A1 = αD−ip(z) + βD−ip(−z),

A2 =
ei3π/4

√
p
{α [zD−ip(z)−D−ip+1(z)] + β [zD−ip(−z) +D−ip+1(−z)]} ,(3.18)

where α and β are arbitrary constants.

Imposing asymptotic boundary conditions |A1|2 → 1 and |A2|2 → 0 as t→ −∞
yields α = 0 and β = exp(−πp/4). Modal amplitudes at the end of the splitting

stage (t = 0 → z = 0) are given by the relations

A1(0) = 2−ip/2e−πp/4

√
π

Γ
(

1
2

+ ip
2

) ,

A2(0) =

√
2

p
2−ip/2e−πp/4+i3π/4

√
π

Γ
(

ip
2

) , (3.19)

where Γ is the gamma function.

After splitting the ∆ω in Eq. (3.10) is negligible and can be discarded. The

parameter f , on the other hand, increases with an increase in the separation between
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the wells. Equation (3.10) now reduces to the form

d

dt
A1 = −if(t)A2,

d

dt
A2 = −if(t)A1, (3.20)

and yield

A1(t) = A1(0) cosϕ− iA2(0) sinϕ,

A2(t) = A2(0) cosϕ− iA1(0) sinϕ, (3.21)

where ϕ =
∫ t f(t′)dt′ is the accumulated phase shift between the left and the right

wells.

Substituting Eq. (3.19) into Eq. (3.21) yields the modal amplitudes immediately

before the recombination stage

A1 =
√
πe−ip/2−πp/4


 cosϕ

Γ
(

1
2

+ ip
2

) + eiπ/4

√
2

p

sinϕ

Γ
(

ip
2

)

 ,

A2 =
√
πe−ip/2−πp/4


−e−iπ/4

√
2

p

cosϕ

Γ
(

ip
2

) − i
sinϕ

Γ
(

1
2

+ ip
2

)

 . (3.22)

At the recombination stage it is more convenient to work with the equation for A2

d2

dz
A2 +

[
−ip′ + 1

2
− z2

4

]
A2 = 0, (3.23)

where z = (f/Tr)
1/2eiπ/4t and p′ = fTr (see Eq. (3.15)). Once again, the solutions

can be written in terms of parabolic cylinder functions as

A1(z) =
ei3π/4

√
p′
{α′ [zD−ip′(z)−D−ip′+1(z)] + β′ [zD−ip′(−z) +D−ip′+1(−z)]} ,

70



A2(z) = α′D−ip′(z) + β′D−ip′(−z). (3.24)

Coefficients α′ and β′ are found by matching Eq. (3.24) at z = 0 with Eq. (3.22)

and turn out to be

α′ =
1

2
2i p−p′

2 e−πp/4


cosϕ




√
p′

2
eiπ/4

Γ
(

ip′
2

)

Γ
(

1
2

+ ip
2

) −
√

2

p
e−iπ/4

Γ
(

1
2

+ ip′
2

)

Γ
(

ip
2

)

 ,

+ sinϕ


i

√
p′

p

Γ
(

ip′
2

)

Γ
(

ip
2

) − i
Γ

(
1
2

+ ip′
2

)

Γ
(

1
2

+ ip
2

)




 ,

β′ =
1

2
2i p−p′

2 e−πp/4


cosϕ


−

√
p′

2
eiπ/4

Γ
(

ip′
2

)

Γ
(

1
2

+ ip
2

) −
√

2

p
e−iπ/4

Γ
(

1
2

+ ip′
2

)

Γ
(

ip
2

)



+ sinϕ


−i

√
p′

p

Γ
(

ip′
2

)

Γ
(

ip
2

) − i
Γ

(
1
2

+ ip′
2

)

Γ
(

1
2

+ ip
2

)




 . (3.25)

Modal amplitudes after the completion of the recombination stage are obtained by

taking the limit t→∞ in Eq. (3.24 ) resulting in

A1,fin = β′
√

2π

p′
1

Γ(ip′)
e−πp′/4,

A2,fin = e−πp′/4
(
α′eπp′/2 + β′e−πp′/2

)
. (3.26)

3.3 Discussion

Equations (3.25) and (3.26) contain all the information necessary to calculate the

populations P1(2) = |A1(2),fin|2 of the two lowest modes of the condensate after the

recombination as functions of the separation time Ts (p = fTs), recombination time

Tr (p′ = fTr), and the accumulated phase shift ϕ. To gain insight into the general

solution given by Eqs. (3.25) and (3.26), let us first discuss the modal amplitudes of

the condensate after the separation stage, which are given by Eq. (3.19). Once the
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potential wells are far apart, it is more convenient to work not with the eigenmodes

φ1 and φ2 of the whole potential V , but with the eigenmodes φl and φr of the left

and right potential wells

φl =
1√
2
(φ1 − φ2),

φr =
1√
2
(φ1 + φ2). (3.27)

Populations of the left and the right wells are given by the relations

Pl = (1/2)|A1(0)− A2(0)|2,

Pr = (1/2)|A1(0) + A2(0)|2. (3.28)

In the limit of slow separation or large acceleration, p À 1, Eqs. (3.28) and (3.19)

yield

Pl = 1− 1

64p2
,

Pr =
1

64p2
. (3.29)

Almost all the condensate ends up in the lower-energy (left) potential well after

splitting. One should expect a considerable reduction in the fringe visibility after

recombination in this limit.

In the opposite limit of fast separation or small acceleration, p¿ 1, the popula-

tions of the left and the right wells are given by the expressions

Pl =
1

2
(1 +

√
πp),

Pr =
1

2
(1−√πp). (3.30)
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The condensate in this limit is split almost equally between the left and right po-

tential wells with only slightly larger population in the lower-energy well. If the

recombination is also fast (p′ ¿ 1), one should expect populations of the ground

and the first excited modes of the trap after the recombination to be given by the

standard expressions P1 = cos2 ϕ and P2 = sin2 ϕ.

Taking the limit p¿ 1 and p′ ¿ 1 in Eqs. (3.25) and (3.26) (fast separation and

recombination or small acceleration), we get for the populations of the two lowest

modes of the trap after the recombination:

P1 = cos2 ϕ− cosϕ sinϕ(
√
πp+

√
πp′),

P2 = sin2 ϕ+ cosϕ sinϕ(
√
πp+

√
πp′). (3.31)

Equations (3.31) demonstrate that the populations of the ground and the first ex-

cited states of the recombined trap are indeed given by cos2 ϕ and sin2 ϕ, respectively,

with power-law corrections. In this limit, the visibility of the interference fringes

remains close to unity. The corrections shift the interference pattern. The shift is

due to the phase accumulated during the separation and recombination process.

Taking the opposite limit p À 1 and p′ À 1 in Eqs. (3.25) and (3.26) (slow

splitting and recombination or large acceleration) results in the expressions

P1 = 1− 1

64

[
cos2 ϕ

(
1

p
+

1

p′

)
− sin2 ϕ

(
1

p
− 1

p′

)]
,

P2 =
1

64

[
cos2 ϕ

(
1

p
+

1

p′

)
− sin2 ϕ

(
1

p
− 1

p′

)]
. (3.32)

Equations (3.32) show that P1 ≈ 1 and P2 ¿ 1, i.e., the recombined condensate pre-

dominantly populates the lowest mode of the trap independently of the accumulated

phase shift. The visibility in the interference fringes is decreased, thus decreasing
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the sensitivity of the interferometer.

The limit of fast separation and slow recombination, p ¿ 1 and p′ À 1 in

Eqs. (3.25) and (3.26), results in the expressions

P1 =
1

2

[
1− 1

2p′
sinϕ cosϕ

]
,

P2 =
1

2

[
1 +

1

2p′
sinϕ cosϕ

]
. (3.33)

The recombined condensate is almost equally split between the two modes with

low sensitivity to the accumulated phase shift. Since p ¿ 1, the condensate after

the separation is equally split between the left and the right potential wells (cf.

Eq. (3.30)) corresponding to two dispersion curves of Fig. 3.1. During the slow

recombination stage, both parts of the atomic cloud follow the dispersion curves,

resulting in equal populations of the ground and the first excited modes of the

recombined trap.

The opposite limit of slow separation and fast recombination, pÀ 1 and p′ ¿ 1

in Eqs. (3.25) and (3.26), yields

P1 =
1

2

[
1− 1

2p
sinϕ cosϕ

]
,

P2 =
1

2

[
1 +

1

2p
sinϕ cosϕ

]
. (3.34)

The recombined condensate is again almost equally split between the two modes

independently of the accumulated phase shift. In this case, almost all the condensate

after the separation is in the lower potential well (cf. Eq. (3.29)). During the fast

recombination stage, the condensate does not have time to adjust to changes in the

potential and remains in the lower half of the recombining well, resulting in an equal-

weight superposition of the ground and the first excited modes of the recombined
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single-well trap. .

To analyze the operation of the accelerometer for intermediate values of the

splitting and recombination rates, we will specialize to the case when the splitting

and the recombination rates are equal so that Ts = Tr and p = p′. Equations

(3.25) and (3.26) in this case can be considerably simplified and result in compact

expressions

P1 = cos2 ϕ(cos2 θ + e−2πp sin2 θ) + sin2 ϕ(1− e−2πp)

+ 2 cosϕ sinϕe−πp
√

1− e2πp,

P2 = cos2 ϕ sin2 θ(1− e−2πp) + sin2 ϕe−2πp

− 2 sinϕ cosϕe−πp
√

1− e−2πp, (3.35)

where the angle θ is determined by the equation

θ =
π

4
+ arg

[
Γ

(
ip

2

)
Γ−1

(
1

2
+
ip

2

)]
. (3.36)

The population of the first excited mode P2 evaluated using Eq. (3.35) and (3.36),

is plotted in Fig. 3.2 versus the phase shift ϕ for several representative values of

p. Figure 3.2 demonstrates that for small values of p, the population of the first

excited mode as a function of the phase shift, changes from zero to one, i.e., the

interference fringes have high visibility. As p becomes larger, the fringe visibility

becomes smaller. This effect is due to the fact that the populations of the left and

the right wells after the splitting are no longer equal; a larger and larger percentage

of the condensate is localized in the lower-energy potential well. Additionally, the

interference fringes shift. This shift is caused by the phase accumulated during the

separation and recombination stages.
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Figure 3.2: Population of the first excited mode P2 = |A2,fin|2 after recombination
as a function of the accumulated phase shift ϕ for several values of p.

76



3.4 Estimates

Analysis of Sec. 3.3 shows that the preferable operation range of the accelerometer

corresponds to p = fT ¿ 1 assuming that the separation and recombination rates

are of the same order of magnitude: Ts ≈ Tr ≈ T . To express this requirement in

terms of physical parameters, we have to evaluate f and T in the vicinity of the

avoided crossing.

The frequency difference between the ground and the first excited modes of a

double-well trap ∆ω as a function of separation l between the wells can be approx-

imated by the expression

∆ω = ω0 exp(−γl2/d2), (3.37)

where ω0 is the characteristic frequency of a single-well trap, d = (h̄ω0/m)1/2 is the

characteristic size of the wave function of a single-well trap and γ is a dimensionless

parameter of the order of one. The approximation (3.37) assumes that the height of

the potential barrier between the wells is proportional to the interwell separation l.

The overlap integral f Eq. (3.5) in the limit l À d can be approximated by the

expression

f ≈ am

h̄
l. (3.38)

The avoided crossing corresponds to ∆ω = f and, with logarithmic accuracy, one

gets

γ

(
l

d

)2

≈ ln
h̄ω0

amd
. (3.39)

The characteristic width of the avoided crossing region ∆l, estimated by requiring

that the relative change of ∆ω be of the order of one, is given by the relation

∆l

d
≈ 1

γ

d

l
. (3.40)
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Since h̄ω0/amd À 1 (see Eq. (3.8)), l/d À 1 and, consequently, ∆l/l ¿ 1. The

approximation f = const in the avoided crossing region is thus well justified.

The characteristic splitting or recombination time can be evaluated as T =

(∆l/d)T0, where T0 is the characteristic time of change of the potential (see Eq. (3.7)).

Using Eq. (3.40), one gets

T ≈ 1

γ

d

l
T0. (3.41)

The condition fT ¿ 1, using Eqs. (3.38) and (3.41), can thus be expressed as

amd

γh̄ω0

ω0T0 ¿ 1. (3.42)

For example, taking ω0T0 = 10, ω0 = 2π × 200 Hz, m = 1.44× 10−25kg (87Rb), and

d = 0.7µm, yields the upper limit on the acceleration a¿ 10−2m/s2.

In conclusion, we briefly discuss to which degree results of the preceding analysis

depend on assumptions adopted in developing the analytic model of Sec. 3.2 (∆ω ∝
t, f = const). The main result of the paper predicting decrease in the visibility of

the interference fringes and their shift caused by the acceleration, will remain valid

for any other functional dependence of ∆ω and f on time. Estimates of this section

will also hold. Details of functional dependence of the population on the separation

and recombination rates are model-dependent. For example, the populations of the

wells after the separation in the limit p À 1 (Eq. (3.29)) in the framework of our

model (∆ω ∝ t) are described by power-law corrections (Pl ∝ p−2). An exponential

dependence of ∆ω on time (∆ω ∝ exp(−t/T )), according to our estimates, gives

exponentially-small corrections (Pl ∝ exp(−p)).
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Chapter 4

Cold atom splitter based on an

asymmetric double-well potential
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4.1 Introduction

In this chapter, we propose a new type of beam splitter. It uses quantum tunneling of

atoms between two separated potential wells, reminiscent of an optical fiber splitter.

To overcome self-trapping and increase the number of atoms that can be split, a

time dependent anti-symmetric potential is introduced that breaks the symmetry

of the potential wells and lowers the energy of one well with respect to the other.

The condensate is prepared when the anti-symmetric potential is large such that all

atoms are initially in the lower of the two wells. Then as a function of time, the

anti-symmetric potential is turned off in such a way that the number of atoms found

in each well is equal when the anti-symmetric potential is zero.

There are two physically different methods that can be used to increase the

number of atoms that can be split. Both of these methods utilize the addition of

an anti-symmetric potential to break the symmetry of the double well potential.

In the first, the energy difference between the two wells is chosen to “cancel” the

energy due to atom-atom interactions. The second method to split the atoms is to

turn the anti-symmetric potential off more slowly so that the atoms remain in the

lowest energy state of the asymmetric potential structure. We develop a theoretical

model that describes the splitting of a condensate in the non-symmetric potential.

We show that the first method of splitting is very fast but implies prior knowledge

about the number of atoms to be split. The second method is slower but robust to

variations in the number of atoms.

4.2 The Model (Second Quantization)

To describe the dynamics of the beamsplitter, we will make use of a two-mode

model. Some aspects of the quantum dynamics of a Bose-Einstein condensate in
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the framework of a two-mode model in both a symmetric and asymmetric double

well potential have been previously discussed in [61] and [62]. A two-mode model

has also been used to discuss the quantum noise limits of a atom interferometer [30].

Mean-field models employing a two-mode approximation have been used to describe

the dynamics of atom interferometer [41].

For completeness and clarity, below we will briefly re-derive the Hamiltonian

and equations of motion for the special case of a two-mode Bose-Einstein conden-

sate in a symmetric double-well potential plus an anti-symmetric potential. In the

second-quantization formalism, the Hamiltonian governing the dynamics of bosons

interacting only by s-wave collisions is of the form [53]

Ĥ =
∫
d3rΨ̂†(~r)

(
− h̄2

2m
∇2 + V

)
Ψ̂(~r) +

U0

2

∫
d3rΨ̂†Ψ̂†Ψ̂Ψ̂ (4.1)

where Ψ̂(~r) is the field operator that obeys the usual Boson commutation relations

[Ψ̂†(~r), Ψ̂(~r′)] = δ(~r − ~r′), U0 = 4πh̄2as/m characterizes the strength of interatomic

interactions, as is the s-wave scattering length, and m is the atomic mass. The

confining potential V is an asymmetric double well potential. It is assumed to be

the sum of a static double well potential VDW , that is symmetric about the y-z plane,

and an explicitly time dependent controlling potential VC(t), that is anti-symmetric

about the y-z plane.

The field operator will be decomposed into the eigenmodes of the symmetric

double well potential

Ψ̂(~r) =
∑

i

φi(~r)ai, (4.2)

where the operators ai (a†i ) obey the usual bosonic commutation relations and re-

move (add) atoms to the ith mode φi. These modes are the solution to the eigenvalue
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problem (
− h̄2

2m
∇2 + VDW

)
φi = h̄ωiφi, (4.3)

with the energy eigenvalues h̄ωi.

For simplicity, we assume that the confinement in the y-z plane sufficiently tight

so that the atoms are in the lowest transverse mode. As a result, the modes of the

double well potential have definite parity. The ground state φ1 is an even function

and the first excited state φ2 is an odd function about the x axis. The modes localized

in the left or right well with respect to the y-z plane are φL = (φ1 + φ2)/
√

2 and

φR = (φ1− φ2)/
√

2, respectively. According to our sigh convention both the φ1 and

φ2 are positive in the left well. Associated with the modes that are localized in each

well are the operators aR = (a1 +a2)/
√

2 and aL = (a1−a2)/
√

2 that remove atoms

from the respective well.

In the two-mode approximation, the atoms occupy only the lowest two modes of

the double well potential. The field operator Ψ̂ can be represented as

Ψ̂ = φ1a1 + φ2a2, (4.4)

and, using this approximation, the Hamiltonian Eq. (4.1) reads

Ĥ = − h̄∆ω
2

(a†1a1 − a†2a2) +
h̄η

2
(a†1a2 + a†2a1) +

U0κ

2
(a†1a2 + a†2a1)

2, (4.5)

where the tunneling frequency ∆ω = ω2−ω1 is the difference in the frequency of the

ground and the first excited state. The parameter η = 2h̄−1 ∫
d3xφ1VCφ2 determines

the strength of the anti-symmetric potential and, because of our sign convention, is

positive when the energy of the atoms in the right well is lower than those in the

left. Finally, the two body interaction parameter κ ≈ κ1111 = κ1122 = κ2222, where
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κijkl =
∫
d3xφiφjφkφl, determines the strength of the nonlinearity. Terms in the

Hamiltonian that are functions of only the number operator N̂ = a†1a1 + a†2a2 have

been dropped, since they commute with the Hamiltonian and have no effect on the

dynamics.

The two-mode approximation is valid when both the nonlinearity and anti-

symmetric contribution to the Hamiltonian are sufficiently weak, U0κN ¿ h̄ω1,2

and η ¿ ω1,2, where N is the total number of atoms in the condensate. The differ-

ent overlap integrals κ are equal when ω1,2 À ∆ω.

For the case of parabolic wells the overlap κ may be evaluated explicitly as

κ ≈ 1

2

1

(2π)3/2

mω̄

h̄

1

ā
, (4.6)

where ω̄ = (ωxωyωz)
1/3 is the geometric average of the trap frequencies and ā =

√
h̄/mω̄ is the geometric average of the harmonic oscillator lengths .

The Hamiltonian given in Eq (4.5) may be recast in terms of the operators [61]

Jx = −1

2
(a†1a2 + a1a

†
2),

Jy =
i

2
(a†1a2 − a1a

†
2),

Jz =
1

2
(a†1a1 − a†2a2),

that obey the usual angular momentum commutation relations. In the following,

we will work in the basis of Jz, with the eigenvectors labeled |j,m〉 with j = N/2,

where N the total number of atoms in the condensate.

In terms of the modes that are localized in the left and right wells, the angular
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momentum operators are

Jx =
1

2
(a†RaR − a†LaL),

Jy =
i

2
(a†RaL − a†LaR),

Jz =
1

2
(a†LaR + a†RaL).

From the above relations it is clear that Jx is the operator that measures half the

difference in the number of atoms in the right and left wells, Jz measures half the

difference in the number of atoms in the ground and first excited state, and Jy

is associated with the momentum of the atoms in each of the wells [61]. Finally

following [62], the average phase shift between the atoms in the left and right wells

may be defined as tan(φ) = 〈Jy〉/〈Jz〉.
In terms of the angular momentum operators, the Hamiltonian Eq. (4.5) can be

written in the dimensionless form

Ĥ = −Jz − χ(t)Jx +
P

N
J2

x , (4.7)

where the energy is measured in units of h̄∆ω and time in units of 1/∆ω. The

nonlinearity parameter P is defined by the relation

P = 2
U0κN

h̄∆ω
≈

√
2

π

as

ā

ω̄

∆ω
N, (4.8)

and the anti-symmetric part of the potential enters as χ(t) = η(t)/∆ω. Hamiltonian

(4.7) has been previously used in [62] to discuss interference effects in a stationary

asymmetric double well potential. The conditions of applicability of the Hamiltonian

(4.7) are P ¿ ω1,2/∆ω and χ¿ ω1,2/∆ω.
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The Heisenberg equations of motion for the angular momentum operators Ji are

d

dt
Jx = Jy,

d

dt
Jy = −Jx + χJz − P

N
(JxJz + JzJx),

d

dt
Jz = −χJy +

P

N
(JxJy + JyJx). (4.9)

In the limit of large number of atoms N À 1, we may make the mean-field approx-

imation 〈JiJj〉 ≈ 〈Ji〉〈Jj〉 for any i,j. The equations of motion for the expectation

values of the angular momentum operators, in the mean-field limit, become

d

dt
Sx = Sy,

d

dt
Sy = −Sx + (χ− 2PSx)Sz,

d

dt
Sz = −(χ− 2PSx)Sy, (4.10)

where Si = 〈Ji〉/N , i = x, y, z.

4.3 The Model (Mean-Field)

To describe the dynamics of the beamsplitter, we will make use of a two-mode model.

Some aspects of the dynamics of a Bose-Einstein condensate in the framework of a

two-mode model in both a symmetric and asymmetric double well potential have

been previously discussed in [61] and [62]. A two-mode model has also been used to

discuss the quantum noise limits of a atom interferometer [30]. Mean-field models

employing a two-mode approximation have been used to describe the dynamics of

atom interferometer [41].

For completeness and clarity, below we will briefly re-derive the equations of
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motion for the special case of a two-mode Bose-Einstein condensate in a symmetric

double-well potential plus an anti-symmetric potential. In the mean-field limit, the

dynamics of a Bose-Einstein condensate is governed by the Gross-Pitaveskii equation

[53]

ih̄
∂

∂t
Ψ =

(
− h̄2

2m
∇2 + V + U0N |Ψ|2

)
Ψ (4.11)

where Ψ(~r) is the wave-function of the condensate that is normalized to unity, N

is the total number of atoms in the condensate, U0 = 4πh̄2as/m characterizes the

strength of interatomic interactions, as is the s-wave scattering length, and m is the

atomic mass. The confining potential V is an asymmetric double well potential. It

is assumed to be the sum of a static double well potential VDW , that is symmetric

about the y-z plane, and an explicitly time dependent controlling potential VC(t),

that is anti-symmetric about the y-z plane.

The wave function will be decomposed into the eigenmodes of the static sym-

metric double well potential

Ψ(~r) =
∑

i

φi(~r)ai, (4.12)

where the complex function ai is the amplitude of the atoms in the ith mode φi.

These modes are the solution to the eigenvalue problem

(
− h̄2

2m
∇2 + VDW

)
φi = h̄ωiφi, (4.13)

with the energy eigenvalues h̄ωi.

For simplicity, we assume that the confinement in the y-z plane sufficiently tight

so that the atoms are in the lowest transverse mode. As a result, the modes of the

double well potential have definite parity. The ground state φ1 is an even function
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and the first excited state φ2 is an odd function about the x axis. The modes localized

in the left or right well with respect to the y-z plane are φL = (φ1 + φ2)/
√

2 and

φR = (φ1− φ2)/
√

2, respectively. According to our sigh convention both the φ1 and

φ2 are positive in the left well. Associated with the modes that are localized in each

well are the amplitudes aR = (a1 + a2)/
√

2 and aL = (a1 − a2)/
√

2.

In the two-mode approximation, the atoms occupy only the lowest two modes of

the double well potential. The wave function Ψ can be represented as

Ψ = (φ1a1 + φ2a2)e
−i(ω1+ω2)t/2, (4.14)

and, using this approximation, the equations of motion for the modal amplitudes

are

i
d

dt
a1 = −∆ω

2
a1 +

η

2
a2

+
U0Nκ

h̄

(
|a1|2a1 + 2|a2|2a1 + a∗1a

2
2

)
(4.15)

i
d

dt
a2 =

∆ω

2
a2 +

η

2
a1

+
U0Nκ

h̄

(
|a2|2a2 + 2|a1|2a2 + a2

1a
∗
2

)
, (4.16)

where the tunneling frequency ∆ω = ω2−ω1 is the difference in the frequency of the

ground and the first excited state. The parameter η = 2h̄−1 ∫
d3xφ1VCφ2 determines

the strength of the anti-symmetric potential and, because of our sign convention, is

positive when the energy of the atoms in the right well is lower than those in the

left. Finally, the two body interaction parameter κ ≈ κ1111 = κ1122 = κ2222, where

κijkl =
∫
d3xφiφjφkφl, determines the strength of the nonlinearity.

The two-mode approximation is valid when both the nonlinearity and anti-

symmetric contribution to the Hamiltonian are sufficiently weak, U0κN ¿ h̄ω1,2
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and η ¿ ω1,2, where N is the total number of atoms in the condensate. The differ-

ent overlap integrals κ are equal when ω1,2 À ∆ω.

For the case of parabolic wells the overlap κ may be evaluated explicitly as

κ ≈ 1

2

1

(2π)3/2

mω̄

h̄

1

ā
, (4.17)

where ω̄ = (ωxωyωz)
1/3 is the geometric average of the trap frequencies and ā =

√
h̄/mω̄ is the geometric average of the harmonic oscillator lengths .

The equations of motion given in Eq. (4.15) may be recast in terms of the real

functions [61]

Sx = −1

2
(a∗1a2 + a1a

∗
2),

Sy =
i

2
(a∗1a2 − a1a

∗
2),

Sz =
1

2
(|a1|2 − |a2|2).

In terms of the modes that are localized in the left and right wells, the real functions

are

Sx =
1

2
(|aR|2 − |aL|2),

Sy =
i

2
(a∗RaL − a∗LaR),

Sz =
1

2
(a∗LaR + a∗RaL).

From the above relations it is clear that NSx is half the difference in the number of

atoms in the right and left wells, NSz is half the difference in the number of atoms

in the ground and first excited state, and NSy is associated with the momentum of

the atoms in each of the wells [61]. Finally following [62], the average phase shift
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between the atoms in the left and right wells may be defined as tan(φ) = Sy/Sz.

The equations of motion Eq. (4.15) can be rewritten as the set of real equations,

in dimensionless form as

d

dt
Sx = Sy,

d

dt
Sy = −Sx + (χ− 2PSx)Sz,

d

dt
Sz = −(χ− 2PSx)Sy, (4.18)

where the normalized time is t′ = t/∆ω, and the primes have been dropped. The

nonlinearity parameter P is defined by the relation

P = 2
U0κN

h̄∆ω
≈

√
2

π

as

ā

ω̄

∆ω
N, (4.19)

and the anti-symmetric part of the potential enters as χ(t) = η(t)/∆ω. The con-

ditions of applicability of the equation of motion Eq. (4.18) are P ¿ ω1,2/∆ω and

χ¿ ω1,2/∆ω.

4.4 Results

In this section, the splitting of a Bose-Einstein condensate in a time-dependent

asymmetric double well potential will be discussed by analyzing the equations of

motion Eq. (4.18). We begin by briefly reanalyzing the relatively simple case of

splitting a condensate using static double well potential and place an upper limit

on the number of atoms that can be split using a static potential. Then we discuss

how the addition of a time dependent potential can increase the number of atoms

that can be split. There are two different mechanisms that can be used to the

increase in the number of atoms that can be split. The first of these, uses the anti-
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symmetric potential to “cancel” the nonlinearity, thus redcuing the equations of

motion to a set of linear equations that can be solve analytically. In the second the

anti-symmetric potential changes sufficiently slowly that atoms adiabatically follow

the lowest eigenmode of the asymmetric potential.

All of the splitting methods that are discussed in this paper, use tunneling of

atoms between two potentail wells. Thus, we assume that the atoms are initially

prepared in a state that is localized in the one of the two wells when the condensate

is formed and the barrier between the two wells is large enough that the coupling of

the occupied and unoccupied wells is negligible. Initially the atoms can be described

by the state

Sx(t = 0) = 1/2,

Sy(t = 0) = Sz(t = 0) = 0. (4.20)

After the condensate is prepared, the barrier between the two wells is lowered en-

abling tunneling between the wells. For brevity, we specialize to the case of equal

splitting, but one of the advantages of these types of splitters is that any splitting

ratio may be realized by varying the splitting time. When the atoms are split into

two equal parts, the state of the atoms, at the end of the splitting time, reads

Sx = 0,

Sy =
1

2
sinφsplit

Sz =
1

2
cosφsplit, (4.21)

where φsplit is the phase difference between the atoms in each well that is introduced

by the splitter.
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Once the condensate has been split, the barrier between the two wells is once

again increased so that the atoms in each well become decoupled. If the local

environment in each well is different an additional phase shift φsignal will accumulate

between the atoms in each well. After a predetermined interaction time, the atoms

are recombined and the accumulated phase is measured. Usually the atoms are

recombined by suddenly switching off the potential allowing the atoms in each well

to expand and overlap. By measuring the interference fringes in the optical density

of the overlapping atomic clouds, the total phase shift φ = φsplit + φsignal can be

determined.

The whole interferometer sequence is then repeated many times. Thus sampling

the local environment as it changes in time. Fluctuations of the initial number of

atoms prepared in the condensate are unavoidable. In modern experiments, fluctu-

ations are usually on the order of ∆N/N ≈ ±10%. To avoid noise in the phase due

to the fluctuations of the number of atoms, the splitting process must impart the

nearly the same phase shift φsplit as the number of atoms initially in the condensate

fluctuates from shot to shot.

We now briefly repeat the analysis of the splitter using a static double well

potential [61, 41, 63, 64]. Since the addition of a static asymmetry does not increase

the number of atoms that can be split [64], we may safely set χ = 0 in the following

analysis. The normalized population difference between the two wells Sx is shown as

a function of normalized time in Fig. 4.1, for two different values of the nonlinearity

parameters. These curves were obtained by numerically solving Eq. (4.10). The solid

line shows Sx as a function of time where the nonlinearity parameter is P = 1. Here,

the atomic population oscillate between the two wells and by varying the amount of

time that the two wells remain coupled, any splitting ratio may be realized. When

the nonlinearity parameter is increased to P = 3, as shown as a dashed line if Fig. 4.1,
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only a small number of atoms are able to tunnel into the initially unoccupied well

and the atoms become “self trapped.” The double well can no longer be used to

split the condensate in half.

To determine the maximum value of the nonlinearity parameter, where the

static double well potential can be used as a beamsplitter, the equations of mo-

tion Eq. (4.18) were solved for many different values of the nonlinearity parameter.

Since the initial conditions correspond the the larges possible value of the normal-

ized population imbalance, the smaller that Sx becomes, the larger the number of

atoms that are able to tunnel into the initially unoccupied well. Figure 4.2 shows

the minimum value of of the normalized population imbalance Sx, as a function of

the nonlinearity P . For P > 2, the minimum value of Sx = −0.5, thus any split-

ting ration may be realized. However, for P < 2 the minimum value of Sx rapidly

increases and the atoms become “self trapped.”

We can use this result and Eq. (4.19) to estimate the maximum number of

atoms, that can be split using a static double well potential, to be

N <
√

2π
ā

as

∆ω

ω̄
(4.22)

When manipulating 87Rb atoms on an atom chip, the geometric average of oscillator

frequencies is typically ω̄ ≈ 2π × 300 (1/s), the average harmonic oscillator length

is ā ≈ 6×10−7 m, the scattering length is as ≈ 5×10−9 m, and we assume that the

tunneling frequency is ∆ω ≈ 10−1ω̄. Using these numbers, the upper limit on the

number of atoms is N < 30 atoms. This number can be increased by using potential

that has lower trap frequencies, at the cost of a it taking longer to split the atoms.

We now introduce the first method to increase the number of atoms that can be

split, using a double well potential, with addition a time dependent antisymmetric
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Figure 4.1: The normalized population difference Sx as a function of time t, in a
static double well potential. The solid line corresponds to a nonlinearity parameter
of P = 1 and the dashed line corresponds to a nonlinearity of P = 3
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Figure 4.2: The minimum value of the normalized population difference Sx as a
function of nonlinearity P , in a static double well potential. When the minimum is
min(Sx) = −1/2, when P < 2 any splitting ratio may be realized.
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potential. This method used the asymmetry to cancel the nonlinearity. It is clear

from the equations of motion Eq. (4.18) that setting

χ(t) = 2PSx, (4.23)

“cancels” the nonlinearity reducing the equations of motion, to a coupled set of

linear equations and can be solved exactly. Using the initial conditions Eq. (4.20),

the solutions are

Sx =
1

2
cos t,

Sy = −1

2
sin t,

Sz = 0. (4.24)

Using these solutions in Eq. (4.23), we get

χ(t) = P cos t. (4.25)

To split the atoms equally χ(t) is given by Eq. (4.25) until the normalized time is

t = π/2, after which χ = 0. After the splitting the state of the condensate can be

written as Sx = 0, Sy = −1/2 and Sz = 0. By comparing this with Eq. (4.21) the

phase shift introduced by the beamsplitter φsplit = −90◦.

In order to realize this type of splitter, the nonlinearity parameter must be

known a priori. To analyze the effects of deviations from the expected nonlinearity

(or equivalently variations in the initial number of atoms), we solved the mean-field

equations numerically for several different values of the nonlinearity parameter P .

The parameter χ(t) = P0 cos t with P0 = 10. The results of this calculation is shown

in Figs. 4.3 and 4.4. Figure 4.3 shows the normalized population difference Sx, after
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the splitting time, as a function of the nonlinearity parameter P . Since the device

is tuned to nonlinearity of P0, the difference in the number of atoms is Sx = 0 when

P = P0. As the nonlinearity deviates from P0 by about 10%, the difference between

the population difference varies by about the same percentage.

The phase difference between the atoms left and right wells after the splitting

φsplit is considerably more sensitive to the nonlinearity . This is shown in Fig. 4.4,

which plots the phase difference acquired during the splitting as a function of the

nonlinearity parameter P . As expected when P = P0, the phase shift is −90◦.

However, if the nonlinearity varies by ±10%, the phase shift fluctuations between

φspit = −80◦ and φspit = −150◦.

The primary advantage of splitting the condensate by using the asymmetry of the

potential to “cancel” the nonlinearity is that the condensate may be split rapidly.

The sensitivity of the splitting phase to the nonlinearity can be compensated for

in two different ways. Fist, the fluctuations in the initial number of atoms could

potentially be reduced. Second, the total number of atoms in the interferometer

could be measured determined after the interference sequence and the splitting phase

can be determined from this number.

We now discuss the second type of splitter, that uses a time dependent potential

is used to increase the number of atoms that can be split. In this case the potential

changes sufficiently slowly that the atoms remain the lowest eigenmode of the total

potential. When the condensate is prepared when the asymmetry is large, |χ| À P

so that the lowest eigenmode corresponds to the atomic population localized in one

of the potential wells. When the anti-symmetric part of the potential is turned off

χ = 0 and the lowest eigenmode corresponds the population begin equal. If the

potential is turned off adiabatically slowly the population will remain in the lowest

eigenmode.

96



0.9 0.95 1 1.05 1.1
0

0.02

0.04

0.06

0.08

0.1

P/P
0

S
x

Figure 4.3: The normalized population difference Sx of total the nonlinearity. The
splitter is tuned to P = P0.
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Figure 4.4: The phase difference imparted by the splitter φsplit as a function of the
nonlinearity. The splitter is tuned to P = P0.
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Inorder for us to determine how slowly the anti-symmetric potential must be

turned off, we solved the equations of motion Eq. (4.18) numerically, with the

initial conditions Eq. (4.20). In what follows, the parameter χ is a linear function

of time, given by

χ(t) = χ0(1− t/τ), (4.26)

where χ0 is the initial value of the control parameter, and τ is the splitting time.

Figure 4.5 shows the normalized population difference Sx as a function of time

for a typical numerical calculation. In this figure, the nonlinearity parameter is

P = 10, the initial value of the control parameter is χ0 = 20, and the splitting time

is τ = 10. At the initial time, all of the atoms are found in the right well. When

the parameter χ becomes nearly equal to the nonlinearity χ ≈ P at the time t = 5,

the atoms begin tunneling into the left well. At the end to the splitting time t = τ ,

χ = 0, and half of the atoms have tunneled from the right into the left well, Sx = 0.

To determine the lower limit on the splitting time that will result in an equal

number of atoms in each well, we solved the equations of motion for several different

values of the splitting time τ . The normalized population difference Sx as a function

of splitting time τ at the end of the splitting t = τ is shown in Fig. 4.6. In the figure

we take the nonlinearity to be P = 10 and χ0 = 20. In the limit τ ¿ 1, the atoms

simply do not have time to tunnel from the right to the left well and remain in the

right. However, when τ > 10, the population of each well becomes nearly equal.

In Fig. 4.7, the phase difference caused by the splitting φsplit after the splitting

t = τ , is shown as a function of τ and the same parameters as Fig. 4.6. For fast

splitting, τ < 10, the phase changes rapidly as a function of splitting time. For

larger time, τ > 10, the phase shift become a slowly varying function of τ , and

approaches zero in the limit τ →∞.
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Figure 4.5: The normalized population difference Sx as a function of time.
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Figure 4.6: The normalized population difference Sx as a function of splitting time
τ .
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Figure 4.7: The phase difference imparted by the splitter φsplit as a function of
splitting time τ .
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The fact that the final phase of the atoms does not approach zero quickly as

τ becomes larger would seem like a potential problem. Since an interferometer

measures only differences in phase, as long as the magnitude phase shift that is

introduced during the splitting process is always the same, its magnitude of it is does

not cause problems in the operator of the interferometer. To verify that the phase

shift introduced during the splitting φsplit is insensitive to the total number of atoms,

we solved the mean-field equations for many different values of the nonlinearity.

We use the parameters τ = 10 and χ0 = 20. Figure 4.8 shows the variation in

population imbalance Sx as a function of the nonlinearity parameter P . Variations

in the nonlinearity parameter from P = 5 to P = 15, result in variations in the

splitting ratio of as little as 5%. The phase that accumulated during the splitting

is somewhat more sensitive to the number, as shown in Fig. 4.9, where variations

in the nonlinearity between P = 5 and P = 15 results in a variation of the phase

between φsplit = −20◦ and φsplit = −5◦.

To split a condensate by changing the anti-symmetric potential adiabatically

slowly, the anti-symmetric potential must be turned off in a dimensionless time

τ ≈ P . As a result, the larger the nonlinearity, the longer it takes to split. However,

this method is insensitive to changes in the number of atoms and make for a very

robust beamsplitter.

4.5 Conclusions

We have presented a theoretical analysis of a new methods to split Bose-Einstein

condensate, using a time dependent asymmetric double well potential. The mecha-

nism for the splitting is quantum tunneling between the two wells. First, the analysis

of splitting in a static double well potential was repeated, and we placed an upper
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Figure 4.8: The normalized population difference Sx as a function of total number
of atoms as a function of the nonlinearity P .
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Figure 4.9: The phase difference imparted by the splitter φsplit as a function of the
nonlinearity P .
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limit on the number of atoms that can be split using a static potential. Next, we

introduce the use of an anti-symmetric potential to “cancel” the nonlinearity, thus

dramatically increasing the number of atoms that can be split without increasing

the splitting time. Then, we discussed a second method to increase the number of

atoms that can be split by changing the anti-symmetric potential more slowly so

that the atoms remain adiabatic. We demonstrated that while the adiabatic method

is somewhat slower than the first, it is considerably more robust to fluctuations in

the nonlinearity of the condensate.

The methodologies discussed here are not limited to the case of a trapped atom

interferometer, but can be easily generalized to a beam type interferometer that

operates continuously. In the future, we will investigate the beam devices, extend

the model beyond the two-mode approximation, and investigate trap geometries

that may be used for experimental realization.
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Chapter 5

BEC based interferometry with

optical control of dynamics
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5.1 Introduction

In this chapter, we propose a method for increasing the coherence time of an atom

Michelson interferometer by simply recombining the condensate at a slightly differ-

ent time. To determine the new recombination time, we develop a simple, quantita-

tively accurate analytical model of the interferometer, and demonstrate the validity

of these analytic expressions my making direct comparisons with numerical solutions

of the Gross-Pitaevskii equation.

The interferometric cycle of duration T starts by illuminating the motionless

BEC cloud ψ0 with a splitting pulse from a pair of counter- propagating laser beams.

This pulse acts like a diffraction grating splitting the cloud into two harmonics ψ+

and ψ−. The atoms diffracted into the +1 order absorb a photon from a laser beam

with the momentum h̄kl and re-emit it into the beam with the momentum −h̄kl

acquiring the net momentum 2h̄kl. The cloud ψ+ starts moving with the velocity

v0 = 2h̄kl/M , where kl is the wavenumber of the laser beams and M is the atomic

mass. Similarly, the cloud ψ− starts moving with the velocity −v0. The two har-

monics are allowed to propagate for the time T/2 and are illuminated by a reflection

optical pulse. The atoms in the harmonics ψ+ change their velocity by −2v0 and

those in the harmonics ψ− by 2v0. The harmonics propagate back for time T/2 and

are subject to the action of the recombination optical pulse. After the recombina-

tion, the atoms in general populate all three harmonics ψ0 and ψ±. The degree of

population depends on the relative phase between the harmonics ψ± acquired during

the interferometric cycle and can be used to deduce this phase. In particular, the

wave function of the zero-momentum harmonics ψ0 after the recombination is equal

to

ψ0 =
1√
2
(ψ+ + ψ−), (5.1)
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where ψ± are the wave functions of the ±1 harmonics immediately before the re-

combination.

Because of the nonlinearity and/or the external potential, the harmonics ψ± do

not travel with he velocities ±v0 during the cycle. First, the cloud “climbing up” the

external potential slows down and the one moving “downhill” speeds up. Second,

because of the nonlinearity, the speeds of the two clouds after their separation will

be slightly larger than v0 if the nonlinearity is repulsive and slightly less than v0

if it is attractive. For definiteness, we shall discuss the influence of the repulsive

nonlinearity assuming that the external potential is zero. An ideal operation of the

interferometer in this case corresponds to all the atoms populating zero-momentum

harmonics ψ0 after the recombination, i.e., to N0 = Ntot.

Because of the atom-atom interaction, the clouds ψ± exert a repulsive force on

each other during the time they overlap. This force accelerates each cloud so that

after the separation pulse the ψ± harmonics propagate with velocities ±(v0 + δv),

where δv > 0. The reflection pulses impart the momenta ∓4h̄kl to the clouds trans-

forming their roles: ψ± → ψ∓. After the reflection, the ±1 harmonics propagate

with the velocities ±(v0 − δv). Harmonics’ deceleration due to mutual repulsion

during their overlap decreases the velocity of each harmonics by an additional δv so

immediately before the recombination the harmonics’ velocities are ±(v0 − 2δv).

The nonzero value of δv results in two consequences. First, since the clouds’

speeds after the reflection pulse are smaller than before the pulse, the ±1 harmonics

at the nominal recombination time still do not overlap each other completely. This

effect is typically not very significant. Much more important is the fact that the

returning harmonics have momenta that are not equal to±2h̄kl and can not therefore

be compensated by the recombination pulse. As a result, the wave function of the
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zero-momentum harmonics ψ0 after the recombination can be written as

ψ0 ∝
√
n(x) cos(∆kx), (5.2)

where ∆k = 2Mδv/h̄ and n(x) are the density profiles of the harmonics; their pos-

sible incomplete overlap has been neglected. The population of the zero-momentum

harmonics is obtained by the spatial integration of |ψ0|2. For ∆kR¿ 1, where R is

the characteristic size of the clouds, all the atoms after the recombination are indeed

in the zeroth harmonics, i.e. N0 = Ntot. In the opposite case ∆kR À 1, the cos

function oscillates several times across the cloud and N0/Ntot = 1/2 resulting in the

loss of contrast. It is worth noting that the accumulation of corrections to the wave

vectors of the clouds is due to the fact that the reflecting pulses do not reverse the

clouds’ velocities but rather add a constant velocity ±2v0 to them. This explains

the fact that the coherence may be lost due to an external quadratic potential even

in the linear case when the nonlinearity is negligible.

The above-discussed loss of coherence due to incomplete cancelation of the wave

vectors of the harmonics by the recombination pulse can be also visualized in the

following way: the wave functions of the ψ± harmonics can be represented as ψ± =
√
n±(x) exp(iφ±), where φ± is the parabolic phase (the nominal phase ±(Mv0/h̄)x

is taken care of by the optical pulses and is not included). In the ideal situation,

the parabolic phase for each cloud is centered at the middle of the cloud. Nonzero

values of δv (or, equivalently, nonzero values of the corrections to the wave vectors

of the clouds) mean that the phase of each cloud leads or lags behind its density

envelope. This situation is schematically illustrated in Fig. 5.1 showing the harmonic

ψ+ before the recombination with its phase leading the density envelope. We shall

show that the optimum recombination corresponds to the situation when the phase

110



profiles, not the density envelopes of the clouds are on top of each other immediately

before the recombination.

Operation with high values of the contrast can be achieved in several ways. First,

the relative magnitudes of the nonlinearity and the external potential are adjusted

in such a way that their effects cancel each other for a given cycle time T (this is

not always possible). Second, the recombination and/or reflection are conducted

with optical pulses having different wavelength as compared to the splitting pulse

to compensate for the change in the wave vectors of the moving clouds. Finally, the

recombination is carried out not at the nominal recombination time T but at a time

such that ∆kR = 0. The paper is devoted to the analysis of the last possibility.

The rest of the chapter is structured as follows: Sec. 5.2 provides general for-

mulation of the problem, Sec. 5.3 introduces analytical model of the interferometric

cycle and Sec. 5.4 is devoted to the analysis of the contrast and contains the an-

alytical expressions for the optimized recombination time. These expressions are

discussed in different limiting cases in Sec. 5.5.

5.2 Formulation of the problem

The evolution of the condensate in the interferometer in the mean-field limit is

described by the Gross-Pitaevskii equation

ih̄
∂

∂t
Ψ(r, t) =

(
− h̄2

2M
∇2 + Vtot(r, t) + U0N |Ψ|2

)
Ψ(r, t), (5.3)

where Ψ(r, t) is the wave function of the condensate that is normalized to one,

N is the total number of atoms, U0 = 4πh̄2as/M characterizes the strength of

interatomic interactions, as is the s-wave scattering length and M is the atomic

mass. The potential Vtot = V3D(r, t) + Vopt(t) cos(2klx) is the sum of a confining
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Figure 5.1: The density and phase of the ψ+ harmonic before the recombination.
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potential V3D and an optical potential that is created by two counter-propagating

laser beams of wavelength λ = 2π/kl, which are detuned from the atomic resonance

to avoid spontaneous emission. The optical potential is used to split, recombine and

reverse direction of propagation of the BEC clouds.

The confining potential is of the form

V3D(r, t) = V (x, t) +Mω2
⊥r

2
⊥/2, (5.4)

where V (x, t) is slowly-spatially-varying potential due to the environment andMω2
⊥r

2
⊥/2

is the guiding potential providing confinement of the condensate along the two spa-

tial dimensions r⊥ = (y, z). In the following we shall assume that the condensate

is tightly confined in the two transverse dimensions and is in the lowest transverse

mode of the guide

ψ⊥(r⊥) =
1√
πa⊥

exp(−r2
⊥/2a

2
⊥), (5.5)

where a⊥ = (h̄/Mω⊥)1/2 is the transverse oscillator length. Factorizing the wave

function of the condensate as Ψ(r, t) = ψ(x, t)ψ⊥(r⊥), Eq. (5.3) can be reduced to

the one-dimensional equation for the function ψ(x, t). Introducing dimensionless

coordinate x→ 2klx and time τ = t/t0, where t0 = M/(4h̄k2
l ), this one-dimensional

Gross-Pitaevskii equation can be written as

i
∂

∂τ
ψ(x, τ) =

[
−1

2

∂2

∂x2
+ v(x, τ) + Ω(τ) cos(x) + p|ψ|2

]
ψ(x, τ), (5.6)

where v = (V/h̄)t0, Ω = (Vopt/h̄)t0 and p = asN/a
2
⊥kl.

The optical potential Ω(τ) cos x acts as a diffraction grating for the condensate

wave function ψ. This grating diffracts the condensate into several harmonics sepa-

rated by multiples of the grating wavevector. If the width of the Fourier spectrum
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of the condensate is much smaller than the length of the grating wavevector (one

in our dimensional units), the wave function ψ(x, t) in Fourier space consists of a

series of narrow peaks. It is therefore convenient to represent ψ(x, t) as

ψ(x, t) =
∑
n

ψn(x, t) exp(inx), (5.7)

where harmonics’ envelopes ψn(x) are slowly-varying functions of coordinate as com-

pared with the exponentials. The dynamics of these harmonics are governed by the

set of coupled equations

i

(
∂

∂τ
+ in

∂

∂x

)
ψn =

1

2

(
− ∂2

∂x2
+ n2

)
ψn + v(x, τ)ψn

+
Ω(τ)

2
(ψn+1 + ψn−1) + p

∑

l,m

ψ∗l ψmψn−m+l. (5.8)

The optical potential Ω(τ) in Eq. (5.6) is used to split the initial zero-momentum

BEC cloud at the beginning of the interferometric cycle into the two harmonics with

the momenta ±1, reverse their direction of propagation in the middle of the cycle

and recombine them at the end. Dynamics of the BEC due to the optical potential

was fully taken into account in solving the Gross-Pitaevskii equation numerically. In

the analytical model, their action was described in terms of simple transformation

matrices. For self-consistency of the presentation, a brief derivation of parameters

of optical pulses used in the numerical solution of the Gross-Pitaevskii equation is

given in the Appendix. The material of the Appendix has been previously discussed

in Refs. [43, 65, 34]. The next section is devoted to the development of analytical

model describing evolution of the BEC between the optical pulses.
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5.3 Parabolic model

Between the optical pulses the condensate consists of two harmonics with n = ±1

whose evolution is described by the set of coupled equations

i

(
∂

∂τ
± ∂

∂x

)
ψ± = −1

2

∂2

∂x2
ψ± + v(x)ψ± + p

(
|ψ±|2 + 2|ψ∓|2

)
ψ±. (5.9)

Introducing the density and phase of each harmonic by the relations

ψ± =
√
n± exp(iφ±)

and using the Thomas-Fermi approximation (neglecting the second derivatives of

the density) transforms the set of equations (5.9) to the form

(
∂

∂τ
± ∂

∂x

)
n± = − ∂

∂x

(
n±

∂φ±
∂x

)
,

(
∂

∂τ
± ∂

∂x

)
φ± = −1

2

(
∂φ±
∂x

)2

− v − p(n± + 2n∓). (5.10)

We will describe the external potential v by the first two terms of the Taylor expan-

sion

v(x) = αx+
1

2
βx2 (5.11)

and analyze the set of Eq. (5.10) in the framework of a parabolic approximation

where expressions for both the density and the pase do not contain terms higher

than the second order in coordinate:

n± =
3

8R

[
1− (x− x±)2

R2

]
,

φ± = ϕ± + κ±(x− x±) +
g

2
(x− x±)2. (5.12)
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R, x±, κ±, ϕ± and g are functions of time τ only. The coefficient 3/8 in the expres-

sion for n± follows from the normalization condition (each harmonics is normalized

to 1/2). Note that for each cloud its density and phase in Eq. (5.12) are defined

only in the region where the density is nonnegative. Functions x±(τ) are positions

of the centers of mass of the two moving clouds, κ± are corrections to their nominal

wavevectors (±1) that are due to the external potential and the nonlinearity and

ϕ± are the accumulated coordinate-independent phases. Finally, R is the half-size

of each of the clouds and the parameter g multiplying the quadratic part of the

phase is analogous to the inverse of the radius of curvature of the wavefront of a

propagating light beam in optics.

Using Eq. (5.12) and the first of Eq. (5.10), one gets

R′ = g±R,

x′± = ±1 + κ±, (5.13)

where the prime means differentiation with respect to time. Treatment of the second

Eq. (5.12) is slightly complicated by the fact that the regions of existence of n+ and

n− do not coincide. Since the functional forms of n and φ are fixed, the density

profile n∓ should be projected onto n±. To do this, one can choose a set of suitable

basis functions defined at the interval |ξ±| ≤ 1, where ξ± = (x−x±)/R, that can be

used to represent the density n± and the phase φ±. The density n∓ should then be

expressed in terms of the same basis set retaining only the functions that describe

n± and φ±. Using Legendre polynomials Pn(ξ±) as the basis yields

16R

3
n∓(ξ±) → d0 ∓ d1ξ± − d2ξ

2
±, (5.14)
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where

d0 =
(
2− 7

2
|q|2 + 2|q|3 − 1

8
|q|5

)
θ(|q| < 2),

d1 = q
(
4− 3|q|+ 1

4
|q|3

)
θ(|q| < 2),

d2 =
(
2− 15

2
|q|2 + 5|q|3 − 3

8
|q|5

)
θ(|q| < 2) (5.15)

and q = (x+ − x−)/R. The θ-function in Eq. (5.15) is equal to one if its argument

is a logical true and zero if its is a logical false.

Using Eq. (5.14) in the second of Eq. (5.10) yields equations of motion for g, κ±

and ϕ±. Combining these with Eq. (5.13), we get the final set of equations

R′ = gR,

g′ = −g2 − β +
3p

4R3
(1 + d2),

κ′± = −α− βx± ± 3p

8R2
d1,

x′± = ±1 + κ±,

ϕ′± =
κ2
±
2
− αx± − 1

2
βx2

± −
3p

8R
(1 + d0), (5.16)

where prime means differentiation with respect to time. Equations (5.16) have

simple physical interpretation. The rates of change of the coordinates of the two

clouds ψ± are given by the relations x′± = ±1 + κ±, i.e., the clouds move with

velocities ±1 + κ±. The major contributions to the velocities ±1 are due to the

momenta imparted to the clouds by the optical pulses. The corrections κ± are due

to the external potential (parameters α and β) and the nonlinearity. The cloud

“climbing up” the external potential slows down and the one moving “downhill”

speeds up. If the nonlinearity is repulsive (p > 0), the speeds of the two clouds

after their separation will be slightly larger than one and if it is attractive, slightly
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less than one. The functions d0, d1 and d2 given by Eq. (5.15) describe mutual

interaction of the two clouds. They depend on the relative displacement of the

clouds q = (x+ − x−)/R and are nonzero only when |q| < 2, i.e., when the clouds

overlap. The other terms containing the nonlinearity parameter p describe self

interaction for each of the clouds and are always nonzero.

5.3.1 Evolution of κ± and x±

During the interferometric cycle the two BEC clouds ψ± may be partially overlap-

ping of non-overlapping. In the subsequent analysis, it will be assumed that the size

of each cloud does not change significantly at the time intervals τ ∝ R that it takes

for the clouds to pass each other. The conditions of applicability of this assumption

are given by Eq. (5.29). Additionally, it will be assumed that βT 2 ¿ 1, where T is

the duration of the interferometric cycle.

Time evolution of κ± and x± is governed by the set of two coupled equations (cf.

(5.16))

κ′± = −α− βx± ± 3p

8R2
d1,

x′± = ±1 + κ±, (5.17)

Solution of Eqs. (5.17) can be written as

κ±(τ) = κ±,0 − ατ − x±,0βτ ∓ 1

2
βτ 2 ± 3p

16R

∫ q0+2τ/R0

q0

dqd1(q), (5.18)

x±(τ) = x±,0 + (±1 + κ±,0)τ − 1

2
ατ 2 − 1

2
x±,0βτ

2 ∓ 1

6
βτ 3

±3p

32

∫ q0+2τ/R0

q0

dq
∫ q

q0

dq′d1(q
′), (5.19)
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where κ±,0, x±,0 and R0 are initial values of κ±, x± and R. In deriving Eq. (5.18)

and (5.19), the dynamics of the relative separation between the clouds in evaluating

function d1 was approximated by the relation

q(τ) = q0 +
2τ

R0

, (5.20)

i.e., the terms with κ± were neglected as compared to one in evaluating q(τ).

The interferometric cycle of duration T starts by applying the splitting optical

pulses to the motionless cloud ψ0, letting harmonics ψ± propagate for the time T/2,

reverse their directions of propagation by applying the reflection pulses, letting the

harmonics ψ± evolve for the time T/2 and apply the recombination optical pulses.

Immediately after the splitting pulses at τ = 0, the center of mass of each

harmonic is x±,0 = 0, q0 = 0 and κ±,0 = 0. The reflection pulse reverses directions

of propagation of the two harmonics by adding momenta ∓2 to the momenta ±1+κ±

of ψ±. After the reflection pulse the harmonic ψ+ becomes ψ− and vice versa. As a

result, immediately after the reflection pulse, x±,0 = x∓(T/2) and κ±,0 = κ∓(T/2).

At the nominal recombination time τ = T , the corrections to the velocities κ±

and the center of mass coordinates x± are given by the relations

κ±(T ) = −αT ± 1

4
βT 2 ∓ p

[
1

R0

D1(T/R0) +
1

RT

D1(T/RT )
]
, (5.21)

x±(T ) = −1

2
αT 2 ± 1

8
βT 3

∓p
2

[∫ T/R0

T/RT

dqD1(q) +
T

R0

D1(T/R0) +
T

RT

D1(T/RT )

]
, (5.22)
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where

D1(x) =





3
16
x2

(
2− x+ 1

20
x3

)
, x < 2

D1(2) = 3/10 , x > 2,
(5.23)

R0 is the size of the harmonics at the separation stage and RT is the size during

recombination.

5.3.2 Evolution of g and R

Evolution of g and R is governed by the set of two coupled equations (see Eq. (5.16))

R′ = gR,

g′ = −g2 − β +
3p

4R3
(1 + d2). (5.24)

The explicit expressions for g and R at time intervals τ such that R does not

change significantly, i.e., |∆R| ¿ R, are of the form

g(τ) = g0 − βτ +
3p

8R2
0

∫ q0+2τ/R0

q0

dq[1 + d2(q)], (5.25)

R(τ) = R0 +R0

[
g0τ − β

2
τ 2 +

3p

8R2
0

∫ τ

0
dτ ′

∫ q0+2τ ′/R0

q0

dq[1 + d2(q)]

]
, (5.26)

where g0 = g(0), q0 = q(0) and R0 = R(0) are initial values of g, q and R. In

deriving Eqs. (5.25) and (5.26), the terms of the order κ± in the equations for x±

have been neglected as compared to one. The dynamics of the relative separation

between the clouds in the framework of this approximation is given by the expression

q(τ) = q0 +
2τ

R0

(5.27)
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Equations (5.25) and (5.26) are valid provided

g0τ, βτ
2,
pτ 2

R3
0

¿ 1 (5.28)

In the analysis of Sec.5.3.1 and in the rest of the paper it is assumed that the size

of each cloud does not change significantly during the time τ = R that it takes for

the clouds to pass each other. The conditions of applicability of this approximation

are

g0R0, βR
2
0,

p

R0

¿ 1 (5.29)

Using Eq. (5.25), we get the following expression for the value of g at the recombina-

tion time in the limit when R does not change significantly during the interferometric

cycle:

g(T ) = g0 − βT +
3pT

4R3
+

p

R2
D2(T/R), (5.30)

where

D2(x) =





3
4
x

(
2− 5

2
x2 + 5

4
x3 − 1

16
x5

)
, x < 2,

D2(2) = 0 , x > 2
(5.31)

The limit |∆R| ¿ R can correspond to both τ < R when the clouds stay

overlapped during all the cycle and to τ À R when they do not overlap most of

the cycle. The second limit of interest to be considered in this section τ À R

explicitly deals with the situation when the clouds do not overlap most of the time.

In this limit, the contribution coming from the function d2 in Eq. (5.24) (interaction

between the clouds) can be neglected as compared to their self action. The function
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g in this limit is given by the relation

g(τ) =
1

r

d

dτ
r =

sign g0

r

[
g2
0 −

3p

2R3
0

(
1

r
− 1

)
− β(r2 − 1)

]1/2

, (5.32)

where r = R(τ)/R0. Note that Eq. (5.32) is valid for any values of R(τ). The

general expression for R(τ) can be obtained in terms of elliptic integrals but is too

cumbersome to be of practical use. In the limit where the relative change in the size

of each harmonic is small(|r − 1| ¿ 1), one gets

R(τ) = R0 +R0

[
g0τ +

(
3p

4R3
0

− β

)
τ 2

2

]
,

g(τ) = g0 +

(
3p

4R3
0

− β

)
τ. (5.33)

These expressions coincide with Eqs. (5.25) and (5.26) when τ À R and describe

the situation when the clouds do not overlap most of the time but their sizes do not

changes significantly during all their evolution time.

In the opposite limit R(τ) À R0,

g(τ) = sign g0
R0

R(τ)

[
g2
0 +

3p

2R3
0

− β
R2(τ)

R2
0

]1/2

(5.34)

5.3.3 Evolution of ϕ±

In an interferometric experiment, the quantity of interest is not the absolute phase of

each harmonic ϕ±, but rather the relative phase ∆ϕ = ϕ+−ϕ−. The time evolution

of ∆ϕ is governed by the equation

∆ϕ′ =
1

2
(κ2

+ − κ2
−)− α(x+ − x−)− 1

2
β(x2

+ − x2
−) (5.35)
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Using results of Section 5.3.1 and neglecting terms containing products and quadratic

or higher combinations of α, β and p yields

∆ϕ(T ) = −α
2
T 2 (5.36)

5.4 The interference signal

The wavefunction of the zero-momentum harmonics after the recombination is given

by the expression:

ψ0(x) =
1√
2

[ψ+(x) + ψ−(x)] ∝ 1√
2

[√
n(x− x+) exp(iθ0/2 + i∆kx/2)

+
√
n(x+ x+) exp(−iθ0/2− i∆kx/2)

]
. (5.37)

Here ψ± are the wavefunctions of the ±1 harmonics before the recombination,

n(x) =
3

8R

(
1− x2

R2

)
, (5.38)

θ0 = (ϕ+ − ϕ−)− (κ+x+ − κ−x−) +
g

2
(x2

+ − x2
−) (5.39)

and

∆k = ∆κ− g∆x, (5.40)

where ∆κ = κ+ − κ− and ∆x = x+ − x−. All quantities in Eq. (5.39) are evaluated

at the recombination time.

If the density envelopes of the ±1 harmonics sufficiently overlap at the recombi-

nation stage, Eq. (5.37) can be simplified to

ψ0(x) =
√
n(x) cos(θ0/2 + ∆kx/2) (5.41)
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Population of the zero-momentum harmonics N0 is given by the spatial integration

of |ψ0|2 yielding

N0

Ntot

=
1

2
(1 + V cos θ0) , (5.42)

where the contrast of the interference fringes V is given by the expression

V =
3

(∆kR)3
[sin(∆kR)−∆kR cos(∆kR)]. (5.43)

For ∆kR¿ 1, the population of the zero-momentum state is given by the relation

N0/Ntot = cos2(θ0/2).

In this limiting case the population depends on the relative accumulated coordinate-

independent phase θ0 between the two BEC clouds and exhibits interference fringes

as a function of this phase.

In the opposite case ∆kR À 1, the cos function in Eq. (5.41) oscillates several

times across the cloud and

N0/Ntot = 1/2

independently of the value of the relative phase shift.

Equations (5.22) and (5.21) show that both the nonlinearity of the condensate

p and the quadratic contribution to the external potential β can result in nonzero

values of ∆k given by Eq. (5.40) and thus be responsible for the loss of interferometric

contrast as illustrated by Fig. 5.2. This figure shows the contrast V defined by

the relation N0/Ntot = (1 + V )/2, where N0/Ntot is the relative population of the

zero-momentum harmonics at the end of the interferometric cycle, as a function

of the ratio of the cycle time to the initial size of the harmonic T/R0. The solid

line corresponds to the numerical solution of the Gross-Pitaevskii equation (5.6).
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The dashed line is given by Eq. (5.43), where ∆kR is calculated with the help of

analytical expressions (5.40), (5.21), (5.22) and (5.30).

Since the linear slope of the potential is zero (α = 0), θ0 = 0. Equation (5.43)

then predicts that for ∆kR = 0, V = 1. As is seen in Fig. 5.2, the contrast

indeed equals one for short cycles (small T ). Larger values of T correspond to

larger interaction times between the two clouds and an increase in ∆kR due to this

interaction. As the interaction time increases, the contract V given by Eq. (5.43)

goes down from one to small negative value resulting in the values of N0/Ntot slightly

below 1/2. At times larger than about T/R0 = 1.5 the two harmonics completely

pass each other and stop overlapping during a part of the cycle. The interaction

time between the harmonics (the time when they overlap) is now smaller than the

cycle time and does not depend on it. The contrast and the population of the zero-

momentum harmonic reach their limiting values. Figure 5.3 shows the dependence

of the population of the zeroth-order harmonic after the recombination N0/Ntot

on the relative accumulated phase shift θ0 = −αT 2/2. The solid line corresponds

to the numerical solution of the Gross-Pitaevskii equation (5.6). The dashed line

is Eq. (5.42) with ∆kR given by Eqs. (5.21), (5.22) and (5.30). As is seen in

Fig. 5.2, the cycle time T/R0 = 4 corresponds to small negative values of the

contrast (V ≈ −0.2 as given by the Gross-Pitaevskii equation and V ≈ −0.1 as

given by the analytic model). Low values of the contrast result in the washout of

the interference fringes shown in Fig. 5.3. It also should be noted that since the

contrast V is negative, the symmetric recombination with θ0 = 0 corresponds not to

the maximum, but the minimum population N0 of the zero-momentum harmonic.

Figures 5.2 and 5.3 demonstrate that recombination with nonzero value of the

linear wavevector ∆k (see Eq. (5.40)) washes out the interference fringes. Since

∆k is a function of time, this effect can be compensated for by conducting the
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Figure 5.2: The contrast V versus the cycle time T/R0 for R0 = 500, p = 5, α = 0,
g0 = 0 and β = 0.
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Figure 5.3: Relative population of the zeroth-momentum harmonic N0/Ntot versus
the relative accumulated phase θ0 = −αT 2/2 for T = 2000. Other parameters
(except nonzero values of α) are as in Fig.5.2.

127



recombination not at the nominal time T but at at a slightly different time T +

∆T when ∆kR = 0 (in general, ∆T may be both positive and negative). Figure

5.4 shows the contrast V = 2N0/Ntot − 1, where N0/Ntot is relative population of

the zero-momentum harmonic, as a function of the time ∆T . Negative (positive)

values of ∆T correspond to the recombination taking place slightly before (after)

the nominal recombination time T . The parameters for Fig. 5.4 are T = 2000,

R0 = 500 and p = 5 with all other parameters being zero. The solid line is the

solution of the Gross-Pitaevskii equation and the dashed line is obtained with the

help of Eqs. (5.42), (5.21), (5.22) and (5.32). Recombination at the nominal time

∆T = 0 corresponds to a small value of the contrast and a washout of the fringes

as is shown in Fig. 5.3. Figure 5.4 indicates that if the recombination takes place at

∆T/R0 ≈ −0.2, the contrast of the fringes becomes much larger. This is confirmed

by Fig. 5.5, which shows N0/Ntot versus the relative accumulated phase shift θ0 =

−α[(T + ∆T )2 − T 2/2] for ∆/R = −0.2 and all other parameters the same as in

Fig. 5.3. The solid line is the solution of the Gross-Pitaevskii equation and the

dashed line is the result of the numerical solution of Eqs. (5.16).

The simple estimate using the condition (∆kR)(T + ∆T ) = 0 yields

∆T

RT

= − (∆kR)T

R(∆kR)′T
. (5.44)

The ratio ∆T/R gives the relative displacement of the two clouds at the recombi-

nation time T + ∆T since the clouds pass across each other in time R (each cloud

has the size 2R and the relative speed is 2).

The population of the zero-momentum harmonics depends not only on the mag-

nitude of ∆kR, but on the degree of overlap of the two density envelopes at the

recombination time (see (5.37)). Estimate (5.44) takes into account only changes in
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Figure 5.4: The contrast V = 2N0/Ntot − 1 as a function of ∆T/R0.
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Figure 5.5: Relative population of the zero-order harmonic N0/Ntot versus the rel-
ative accumulated phase shift θ0 = −αT 2 for T/R0 = −0.2. All other parameters
are the same as for Fig. 5.3
.

130



∆kR but not in the overlap in evaluating ∆T . The last can be taken into account

in the framework of Eq. (5.37) at the expense of making formulas more cumbersome

and turn out to be not very significant. As we shall see, Eq. (5.44) is in a very good

qualitative and quantitative agrement with the results of numerical solution of the

Gross-Pitaevskii equation (5.6). Finally it should be mentioned that nonzero values

of ∆T/R mean incomplete overlap and thus the contrast less than one even at the

optimized time. The larger is |∆T |/R, the smaller the contrast. The estimate (5.44)

implicitly implies that |∆T |/R ≤ 1 because correction to the recombination time

is meaningful only if the clouds overlap at the time T + ∆T . If, for some set of

parameters, estimate (5.44) yields |∆T |/R > 1, the coherence can not be recovered

for this set of parameters.

Using the explicit expressions for for (∆kR) and its time derivative obtained

with the help of Eqs. (5.40) and (5.16) results in the relation

∆T

R
=

∆κ− g∆x

2gR− 3p∆x/4R2
. (5.45)

In Equation (5.45), ∆κ(T ) and ∆x(T ) are evaluated using Eq. (5.21) and (5.22).

The function g(T ) should be evaluated using several different expressions depending

on the parameters of the problem. For |∆R| ¿ R, g(T ) is given by Eq. (5.30). In

this case R0 = RT = R. If T À R0, g(T ) is given by Eq. (5.32). Since we are

assuming that |∆R| À R at times it takes the clouds to pass through each other,

Eqs. (5.30) and (5.32) cover all possible situations. If |∆R| is not small as compared

to R, the size of the clouds RT at the end of the cycle should be evaluated by

numerical integration of Eq. (5.32).

Equation (5.45) is relatively complex because it covers both the case when the

size of the clouds does not change significantly during the cycle and the opposite
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limit when the final size is much larger than the initial one. All the relevant physics

can be understood by discussing the case |∆R| ¿ R when Eq. (5.45) acquires

especially simple form

∆T

R
=

∆κ

2gR
= −1

4

8D1(ζ)− (βR3/p)ζ2

3ζ/4 +D2(ζ) + g0R2/p− (βR3/p)ζ
, (5.46)

where ζ = T/R.

The contrast at the optimized recombination time can be evaluated by account-

ing for an incomplete overlap of the clouds using Eq. 5.37 and is given by the

approximate expression

V ≈ 1− 3

2

(
∆T

R

)2
[
ln

R

|∆T | + 2 ln 2− 1

2

]
, (5.47)

The contrast at the nominal recombination time is given by Eq. (5.43) with

∆kR = βRT 2/2− 4pD1(T/R) (5.48)

Equations (5.46), (5.47) and (5.48) are the main analytical results of the paper.

In Section 5.5, they will be analyzed in several illustrative cases.

5.5 Discussion

5.5.1 Influence of the nonlinearity p for g0 = β = 0

For β = g0 = 0, Eq. (5.46) becomes

∆T

R
=

−2D1(T/R)

D2(T/R) + 3T/4R
(5.49)
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Equation (5.49) shows that the correction to the recombination time depends only

on the single parameter T/R and does not depend on the nonlinearity of the con-

densate p (the applicability of the parabolic approximation requires pR À 1).

This is due to the fact that both the ∆κ and the gR terms are proportional to

the nonlinearity parameter p. At small values of T/R, D1(T/R) ≈ (3/8)(T/R)2,

D2(T/R) ≈ (3/2)(T/R) (cf. Eqs. (5.23) and (5.31)) so

∆T

R
= − 3

10

T

R
, (5.50)

i.e., ∆T/R grows linearly with T/R. The correction to the recombination time

∆T/R reaches maximum for T/R ≈ 2 when the duration of the cycle is such that

the two clouds at their maximum separation stop overlapping. At longer cycle times

T/R > 2, both D1 and D2 become constants and ∆T/R starts decreasing inversely

proportional to T :

∆T

R
= −4

5

(
T

R

)−1

. (5.51)

This behavior has simple physical explanation. The difference between the correc-

tions to the propagation velocities of the clouds ∆κ is due to the nonlinear inter-

action between the clouds and is accumulated only when the clouds overlap (see

the definition of D1 Eq. (5.23)). For short cycle times T/R < 2, when the clouds

overlap during all the cycle, the nonlinear effects are accumulated during all times

and ∆κ ∝ T 2. The parabolic phase described by the coefficient g(T ) grows linearly

with time T , so the correction to the recombination time T is a growing function of

the cycle time T . For T > R, when the clouds fully separate during the cycle, ∆κ

is at its maximum possible value and stops growing further. The quadratic phase

profile of each cloud, on the other hand, keeps growing as a function of time, i.e., g

becomes larger, thus resulting in the decrease of ∆T .
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The dependence of the shift in the recombination time ∆T/R0 on the cycle time

T/R0 is shown in Fig. 5.6 for R0 = 500 and p = 5. The maximum cycle times shown

in Fig. 5.6 correspond to the maximum separation of the clouds equal to about ten

their diameters. The dots are the results obtained by direct numerical solution of

the Gross-Pitaevskii equation (5.6) and the solid line is given by Eq. (5.49). The

optimized contrast of the interference fringes V at the recombination time T+∆T for

the parameters of Fig. 5.7 is shown in Fig. 5.7. The dots correspond to the numerical

solution of the Gross-Pitaveskii equation and the solid line is given by Eq. (5.47). For

comparison, the dashed line shows the contrast at the nominal recombination time T

given by Eqs. (5.43) and (5.48). The lowest values of the optimized contrast V ≈ 0.5

correspond to intermediate cycle times T/R0 ≈ 2 when the maximum separation

between the two clouds is equal to their size. Both increasing and decreasing the

cycle time T improves the contrast.

Figs. 5.6 and (5.7) show that the operation of the atom Michelson interferom-

eter with the optimization of the recombination time is possible both in the limit

T/2R0 ≤ 1 when the clouds overlap during all the cycle and in the opposite limit

T/2R0 À 1 when the clouds are separated most of the time.

5.5.2 Nonzero initial parabolic phase g0 6= 0

Performing an interferometric cycle with nonzero initial values of the parabolic phase

g0 considerably improves the coherence as compared to the case g0 = 0 provided the

sign of g0 is the same as that of the nonlinearity p. The nonzero initial parabolic

phase can be acquired by relaxing the confinement frequency ω of the initial trap and

letting the condensate evolve for some time before the start of the interferometric

cycle. Dynamics of the BEC in time-dependent parabolic traps in Thomas-Fermi

limit has been extensively analyzed (see, e.g. [66, 67, 68]). In the case of 1D

134



0 2 4 6 8 10
−0.5

−0.4

−0.3

−0.2

−0.1

0

T / R
0

∆ 
T

 / 
R

0

Figure 5.6: The shift in the recombination time ∆T/R0 as a function of the nominal
recombination time T/R0 for R0 = 500 and p = 5. The dots are the results of the
numerical solution of the GPE and the solid line is the analytical model.
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Figure 5.7: Optimized contrast of the interference fringes V for the parameters of
Fig. 5.6. The dots are the results of the numerical solution of the GPE and the
solid line is the analytical model. The dashed line is the contrast at the nominal
recombination time.

136



expansion corresponding to our situation, the evolution of g(τ) and r = R(τ)/R(0)

is described by the set of equations

d2

dτ 2
r = −ω2(τ)r +

ω2(0)

r2
,

g =
d

dτ
ln r, (5.52)

where ω(τ) is the trap frequency. The exact value of g depends on the detailed

time dependence of ω(τ). Changing ω(τ) adiabatically slowly leaves the phase of

the condensate flat, i.e. g = 0. Since we are interested in the maximum possible

value of g, we shall consider the limit when the trap frequency is relaxed very fast

so that ω(τ) = 0 for τ > 0. In this limit, g is given by the relation (the condensate’s

initial phase in the trap is zero):

g(r) =

(
3p

R3
tr

)1/2 (
r − 1

r3

)1/2

, (5.53)

where Rtr is the initial radius of the condensate in the trap. An extra factor of two

in Eq. (5.53) as compared to Eq. (5.32) is due to the fact that the initial condensate

is normalized to one whereas the two propagating clouds are normalized to 1/2.

For the given value of Rtp, g is maximum for r = 3/2. The final size of the

condensate after the expansion is the initial size R0 of the propagating clouds in the

interferometric cycle, i.e., R0/Rtr = 3/2. The maximum possible value of g0 is thus

given by the relation

g0,max =

(
3p

2R3
0

)1/2

. (5.54)

In the following we will use the value g0 = sg0,max where the coefficient 0 ≤ s ≤ 1

accounts for relaxing the trap with finite speed.

The correction to the recombination time ∆T/R given by the equation (5.46)
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with β = 0 takes the form

∆T

R
=

−2D1(T/R)

(3/4)(T/R) +D2(T/R) + s(3R/2p)1/2
(5.55)

If the parameter (R/p) is large, which is typically the case, the corrections to the

recombination time are small and the contrast is high. This is illustrated by Fig. 5.8

which shows the shift in the recombination time ∆T/R as a function of the cycle time

T/R using Eq. (5.55). The solid line corresponds to s = 0 when the condensate does

not have initial parabolic phase. The dashed curve gives ∆T/R for s = 0.2, when

the condensate has been allowed to acquire initial parabolic phase. The dots are the

results of a numerical solution of the GPE for s = 0.2. Figure 5.8 demonstrates that

the shift in the recombination time is considerably smaller when the condensate is

allowed to expand before the beginning of the cycle. Since the two harmonics have

larger overlap at the optimal recombination time, the contrast in the interference

fringes is larger when g0 6= 0.

5.5.3 Nonzero parabolic external potential β 6= 0

Nonzero values of the parabolic external potential β 6= 0 can be due to environment

or technical imperfections of an experimental apparatus. Equation (5.46) with β 6= 0

and g0 = 0 yields

∆T

R
= −1

4

8D1(ζ)− (βR3/p)ζ2

3ζ/4 +D2(ζ)− (βR3/p)ζ
, (5.56)

where ζ = T/R. The influence of the parabolic potential on the operation of the

atom Michelson interferometer is characterized by the parameter b = βR3/p. Note

that since the term with β in the numerator of Eq. (5.56) is proportional to the

square of the cycle time and the denominator grows linearly with time, even small

values of b for long enough cycles will always result in a complete loss of coherence.

138



0 1 2 3 4 5 6 7 8 9 10
−0.5

−0.45

−0.4

−0.35

−0.3

−0.25

−0.2

−0.15

−0.1

−0.05

0

T / R

∆ 
T

 / 
R

Figure 5.8: The shift in the recombination time ∆T/R as a function of the cycle
time T/R given by Eq. (5.55) for s = 0 (solid) and s = 0.2 (dashed curve). The
dots are the numerical soloution of the GPE with s = 0.2. For all three curves
R/p = 100.
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In the limit of short cycle times ζ ¿ 1, Eq. (5.55) takes the form

∆T

R
= −ζ

4

3− b

5/2− b
. (5.57)

Equation (5.57) is similar to Eq. (5.50) but the sign of ∆T can be both negative and

positive depending on the value of b. The second difference is in that the coefficient

multiplying ζ may become so large for positive values of b ≈ 5/2, that coherence

will be lost even for short cycle times. Negative values of β are preferable because

they ensure the operation of the interferometer at least for short times T/R ≤ 1. If

the value of β is controlled at the level b¿ 1, the operation of the interferometer is

possible for ∆T/R < 1 and any sign of β.

In the limit ζ > 2, Eq. (5.56) becomes

∆T

R
= −12/5− bζ2

(3− 4b)ζ
. (5.58)

If |b| ¿ 1, the optimized contrast will be high in the range

2 ≤ T

R
¿ 1

|b| . (5.59)

If |b| ≥ 1, the coherence in general will be lost for T/R > 2.

5.5.4 Recombination at a different wavelength

The contrast of the interference fringes can be improved by conducting the recombi-

nation with optical pulses having different wavelength as compared to the splitting

pulse to compensate for the change in the wave vectors of the moving clouds. The

relative change in the wavelength of the recombining pulse ∆λ/λ as compared to
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the separation pulse is given by the expression (cf. Eq. (5.21))

∆λ

λ
= −∆κ = −β

2
T 2 +

4p

R
D1(T/R). (5.60)

As has been discussed in the introduction, the repulsive nonlinearity results in the

speeds v of the moving harmonics ψ± being smaller than the speed v0 imparted by

the separation pulse. The recombination then should be performed with beams of

larger wavelength. Similarly, for β < 0 (a potential hump) ∆λ > 0 and for β > 0 (a

potential trough) ∆λ < 0. The optimized contrast is determined by the relation

V ≈ 1− 3

2

(
∆x

2R

)2
[
ln

2R

|∆x| + 2 ln 2− 1

2

]
, (5.61)

where ∆x is the separation between the centers of the harmonics ψ± at the recom-

bination time given by Eq. (5.22). In a typical situation, |∆x|/R ¿ 1 and the

optimized contrast is close to one.
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Chapter 6

Theoretical analysis of single and

double reflection atom

interferometers in a confining

magnetic trap
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6.1 Introduction

A promising method for building an atom interferometer has been demonstrated by

several groups [33, 34, 43]. This method uses a standing light wave to manipulate

a Bose-Einstein condensate (BEC) that is confined in a waveguide with a weak

trapping potential along the guide.

The trajectories of the BEC clouds during the interferometric cycle are shown in

Fig. 6.1 (a). The cycle of duration T starts at t = 0 by illuminating the motionless

BEC with the wave function ψ0 with a splitting pulse from the two counterprop-

agating laser beams. This pulse acts like a diffraction grating splitting the initial

BEC cloud into two harmonics ψ+ and ψ−. The atoms diffracted into the +1 order

absorb a photon from a laser beam with the momentum h̄kl and re-emit it into the

beam with the momentum −h̄kl acquiring the net momentum of 2h̄kl. The har-

monic ψ+ starts moving with the velocity v0 = 2h̄kl/M , where kl is the wavenumber

of the laser beams and M is the atomic mass. Similarly, the harmonic ψ− starts

moving with the velocity −v0. The two harmonics are allowed to propagate until

the time t = T/2. At this time the harmonics are illuminated by a reflection optical

pulse. The atoms in the harmonic ψ+ change their velocity by −2v0 and those in

the harmonic ψ− by 2v0. The harmonics propagate until the time t = T and are

subject to the action of the recombination optical pulse. After the recombination,

the atoms in general populate all three harmonics ψ0 and ψ±. The relative popu-

lation of the harmonics depend on the phase difference between the harmonics ψ±

acquired during the interferometric cycle. By counting the number of atoms in each

harmonic the phase difference can be determined. This type of an interferometer

will be referred to as a single reflection interferometer.

The first experiments using this type of interferometer were done by Wang et
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Figure 6.1: Trajectories of the BEC clouds as functions of time for (a) a single
reflection interferometer and (b) a double reflection interferometer. Vertical wavy
bands show timing of the optical pulses.
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al. [33]. Good contrast of the interference fringes was observed for cycle times not

exceeding about 10 ms. This fact was theoretically explained by Olshanii et al. [44].

The authors of Ref. [44] attributed the loss of contrast to a distortion of the phase

across each harmonic that was caused by both the atom-atom interactions and the

residual potential along the waveguide.

A simple way to understand the reason for the loss of contrast is to consider the

effect of the two forces acting on the harmonics ψ± during the interferometric cycle.

The first force is due to a repulsive nonlinearity between the two BEC clouds, as

shown in Fig. 6.2 (a). This force exists only when the two harmonics overlap. The

second force is exerted by the trapping potential along the waveguide and pushes

the harmonics toward the center of the trap as shown in Fig. 6.2 (b). As a result,

the velocities of the harmonics are not equal to their initial values ±v0 during the

interferometric cycle.

Consider, for example, the ψ+ harmonic. Just before the reflection pulse its

velocity is v0 + δv. Since the reflection pulse changes the speed of each harmonic

by 2v0, just after the reflection pulse the velocity of the ψ+ harmonic becomes

−v0 + δv. Because of this fact, when the harmonic moves back to the center of the

trap, its velocity before the recombination is not equal to −v0. The change in the

speeds of the harmonics during the first and the second halves of the interferometric

cycle has two consequences. First, harmonics do not completely overlap at the

nominal recombination time. Second, the recombination optical pulse is unable to

exactly cancel the harmonics’ velocities causing the recombined wave functions to

have coordinate-dependent phases across the clouds. Both mechanisms result in a

washout of interference fringes and loss of contrast.

A modification of the single-pass interferometer interferometer shown in Fig. 6.1

(b), was built by Garcia et al. [34]. The interferometric cycle begins by illuminating
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Figure 6.2: The two different forces acting on the two harmonics during the inter-
ferometric cycle. (a) When the two harmonics overlap, the atom-atom interactions
cause a repulsive force between the harmonics and (b) the external potential exerts
a force pushing the two harmonics towards the center of the trap.
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the BEC with a splitting pulse. The two harmonics freely propagate until the time

t = T/4 when they are illuminated by a reflection pulse. They continue to freely

propagate until the time t = 3T/4 when a second reflection pulse is applied. The

harmonics freely propagate until the time t = T when they overlap and are subject

to the action of the recombination pulse. This type of an interferometer will be

referred to as a double reflection interferometer. The coherence time demonstrated

in Ref. [34] exceeded 44 ms. More recently, the coherence time of this interferom-

eter has been extended to over 80 ms [69]. The advantage of a double reflection

interferometer over a the single reflection one is in that the shift in the velocity of

the harmonics is considerably reduced allowing for larger cycle times. Recently this

type of interferometer was used to measure the ac Stark shift [70].

Along with the experimental realization of the single and double reflection in-

terferometer, the authors of Ref. [69] developed a theoretical model to describe its

operation. The model presented in this chapter differs from that of Ref. [69] by

accounting for the effects of atom-atom interactions, the change in the BEC size

during the cycle time, and the incomplete overlap of the two harmonics at the re-

combination time. These effects do not significantly change the results of analysis of

Ref. [69] for the single reflection interferometer. However, our results for the double

reflection interferometer are of a different functional form than those found in Ref.

[69].

In the rest of this chapter, we use a simple analytic model to calculate the mo-

mentum and the degree of overlap of the two harmonics at the end of the cycle

for both the single and double reflection interferometers. Both of these depend on

the time that the two harmonics spend overlapping, the total cycle time and the

frequency of the trap. Next, we find the regions of a large and a small interfer-

ence fringe contrast for both the single and double reflection interferometers. We
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demonstrate that, with a double reflection interferometer, the coherence time can

be increased by shifting the recombination time. Finally, we compare the model

with recent experimental realizations of these interferometers.

6.2 Analytical model

The dynamics of a BEC in a waveguide will be analyzed in the framework of the

Gross-Pitaevskii equation (GPE)

i
∂

∂τ
ψ(x, τ) =

[
−1

2

∂2

∂x2
+ v(x) + Ω(τ) cos x+ p|ψ|2

]
ψ(x, τ), (6.1)

which has been obtained by projecting the three-dimensional GPE onto the strongly

confining transverse mode of the waveguide (for more details see [52]). In Eq. (6.1),

ψ is the wave function of the BEC normalized to one, the dimensionless coordinate

x is measured in units of x0 = 1/2kl and the dimensionless time τ is measured in

units of t0 = M/4h̄k2
l , where kl is the wave vector of the lasers and M is the atomic

mass.

The weakly confining potential along the guide is harmonic

v(x) =
1

2
ω2x2, (6.2)

and Ω(τ) cos x is the potential associated with the laser beams. The strength of

interatomic interaction is given by the parameter

p = asN/a
2
⊥kl, (6.3)

where as is the s-wave scattering length, N is the total number of atoms in the
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BEC, a⊥ =
√
h̄/Mω⊥ is the transverse harmonic oscillator length, and ω⊥ is the

transverse frequency of the guide.

The optical potential Ω(τ) cos x acts as a diffraction grating for the BEC wave

function ψ. This grating diffracts the BEC into several harmonics separated by

multiples of the grating wave vector:

ψ =
∑
n

ψne
inx, (6.4)

where ψn are the slowly-varying amplitudes of the harmonics’ wave functions.

The dynamics of the BEC due to the optical potential has been discussed in

Refs. [43, 34, 52]. Since the optical pulses used to manipulate the BEC are intense

and short their action can be described by simple mixing matrices operating on the

harmonics ψn in Eq. (6.4). The splitting pulse transforms the initial zero-momentum

harmonic ψ0 into the two harmonics with n = ±1: ψ0 → (ψ+1 + ψ−1)/
√

2. The

reflection pulse transforms the n = ±1 harmonic into the n = ∓1 harmonic: ψ±1 →
ψ∓1. Finally, after the recombination pulse, the BEC consists of three harmonics

with n = −1, 0,+1. The population in the zero momentum harmonic ψ0 depends on

the relative phase shift of the ±1 harmonics immediately before the recombination.

Between the splitting and the recombination optical pulses, the BEC consists of

two harmonics with n = ±1. In the Thomas-Fermi approximation, the evolution of

these harmonics is governed by the set of equations

(
∂

∂τ
± ∂

∂x

)
n± = − ∂

∂x

(
n±

∂φ±
∂x

)
,

(
∂

∂τ
± ∂

∂x

)
φ± = −1

2

(
∂φ±
∂x

)2

− v − p(n± + 2n∓), (6.5)

where n± and φ± are densities and phases of the harmonics introduced by the
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relations

ψ±1 =
√
n± exp(iφ±). (6.6)

Equations (6.5) are valid when pR À 1, where p is the dimensionless nonlinearity

parameter and R is the characteristic size of the harmonics.

The set of partial differential equations Eqs. (6.5) can be transformed into a

set of ordinary differential equations by parametrizing the density and phase of the

harmonics as

n± =
3

8R

[
1− (x− x±)2

R2

]
,

φ± = ϕ± + κ±(x− x±) +
g

2
(x− x±)2 +

1

6
s±(x− x±)3. (6.7)

Functions R, x±, ϕ±, κ±, g, and s± depend only on time. The radius of each of

the harmonics is R. The position of each harmonics’s center of mass is given by the

coordinate x±. The coordinate-independent part of the phase of each harmonic is

ϕ±. The correction to the wave vector of each harmonic is κ± and the curvature

of the phase is given by the parameter g. Finally, the parameter s± determines the

size of the cubic contribution to the phase.

Using Eqs. (6.7) in Eqs. (6.5) results in a set of ordinary differential equations

for the parameters R, x±, ϕ±, κ±, g. These equations are

R′ = gR,

x′± = ±1 + κ±,

κ′± = −ω2x± ± ω2R3
0

4R2
d1(q),

g′ = −g2 − ω2 +
ω2R3

0

2R3
[1 + d2(q)],

s′± =
6

2

ω2R3
0

2R4
d3(q),
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ϕ′± =
1

2
κ2
± −

1

2
ω2x2

± +
ω2R3

0

4R
[1 + d0(q)]. (6.8)

Here

d0 =
(
2− 7

2
|q|2 + 2|q|3 − 1

8
|q|5

)
θ(|q| < 2),

d1 = q
(
4 +

15

2
|q| − 35

2
|q|2 +

65

8
|q|3 − 7

16
|q|5

)
θ(|q| < 2),

d2 =
(
2− 15

2
|q|2 + 5|q|3 − 3

8
|q|5

)
θ(|q| < 2),

d3 = q
(
−35

2
|q|+ 175

6
|q|2 − 105

8
|q|3 +

35

48
|q|5

)
θ(|q| < 2), (6.9)

and q = (x+ − x−)/R is the relative displacement of the two harmonics. The θ

function in Eq. (6.9) is equal to one if its argument is a logical true and zero if it

is a logical false. The nonlinearity parameter p was eliminated from Eqs. (6.8) with

the help of the relation

p =
2

3
ω2R3

0, (6.10)

where R0 is the initial size of the BEC cloud (equal to the size of the both harmonics

immediately after the splitting pulse). Equation (6.10) assumes that the BEC is

created in the confining potential Eq. (6.2).

The procedure of deriving Eqs. (6.8) parallels that given in [52]. Equations (6.8)

and (6.9) differ from those found in Ref. [52] by accounting for an additional cubic

term.

Since the BEC is in the lowest stationary state of the trap before the splitting

pulse, the initial conditions for Eqs. (6.8) are R(τ = 0) = R0, and x±(τ = 0) =

κ±(τ = 0) = g(τ = 0) = ϕ±(τ = 0) = 0. The reflection pulses are accounted for by

the boundary conditions at the time of the reflections: x± → x∓ and κ± → κ∓.

After the recombination pulse the BEC consists of three harmonics ψ0 and ψ±.
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The population of the zero-momentum harmonic is given by the expression

N0 =
1

2
[1 + V cos ∆ϕ] , (6.11)

where ∆ϕ = ϕ+ − ϕ− is the relative phase difference between the harmonics.

The fringe contrast V is given by the relation

V =
3

2

∫ 1−|∆x|/2R

0
dy




(
1− y2 +

(∆x)2

4R2

)2

− (∆x)2

R2




1/2

cos(∆kRy +
1

6
∆sR3y3).

(6.12)

Here

∆k = ∆κ− g∆x+
1

8
∆s(∆x)2, (6.13)

∆x = x+ − x−, ∆κ = κ+ − κ− and ∆s = s+ − s−.

When the fringe contrast is high (1− V ¿ 1 ), Eq. (6.12) can be simplified to

V ≈ 1− 3

2

(
∆x

2R

)2 [
ln

∣∣∣∣
2R

∆x

∣∣∣∣ + 2 ln 2− 1

2

]

− 1

10

(
∆kR +

1

14
∆sR3

)2

− 1

6615
(∆sR3)2

= 1− A−B − C, (6.14)

where 0 ≤ A,B,C ¿ 1.

The expression for the fringe contrast V given by Eq. (6.14) contains three terms

A, B, and C. All these terms are positive and decrease the fringe contrast additively.

In the following analysis their influence will be considered separately. The boundary

between the regions of high and low fringe contrast will be defined by the conditions

A ∼ 1/2, or B ∼ 1/2, or C ∼ 1/2. Despite the fact that Eq. (6.14) was obtained

in the limit A,B,C ¿ 1, these conditions turn out to be good qualitative and

quantitative approximations.
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The term

A =
3

2

(
∆x

2R

)2 [
ln

∣∣∣∣
2R

∆x

∣∣∣∣ + 2 ln 2− 1

2

]
(6.15)

describes the decrease in the fringe contrast due to the incomplete overlap of the

two harmonics at the recombination time. The region of low contrast due to the

incomplete overlap is given by the condition

|∆x|/R < 1 (6.16)

(the harmonics overlap by less than half of their their full widths).

The term

B =
1

10

(
∆kR +

1

14
∆sR3

)2

(6.17)

describes the loss of fringe contrast due to the phase difference between the center

and the periphery of the cloud ψ0. The region of low fringe contrast is given by the

relation
∣∣∣∣∆kR +

1

14
∆sR3

∣∣∣∣ <
√

5 ∼ 2. (6.18)

The phase difference in Eq. (6.17) is due to a combination of both the quadratic

and the cubic terms in the expression for the phase (6.7). These terms have been

grouped together in Eq. (6.17) because it is sometimes possible to set B = 0 by

shifting the recombination time, as will be shown in Sec. 6.4. However, even when

B = 0, there are higher order phase distortions that can cause a loss of fringe

contrast due to the presence of the cubic term in the phase Eq. (6.7). The effect of

this cubic term on the fringe contrast is given by the parameter

C =
1

6615
(∆sR3)2. (6.19)
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This term results in a small fringe contrast when

|∆s|R3 <
√

6615/2 ∼ 60. (6.20)

Each of the three above-discussed contributions to the Eq. (6.14) can be ex-

pressed in terms of three dimensionless parameters having a simple physical mean-

ing. The first parameter is the dimensionless trapping frequency

ω = ω‖t0, (6.21)

The second parameter is the product of the interferometric cycle time and the trap-

ping frequency

ωT = ω‖TD (6.22)

where ω and TD are the dimensional trap frequency and the cycle time, respectively.

The third parameter is the product of the dimensionless initial size of the BEC R

and the trapping frequency ω. This parameter can be written in terms of dimensional

quantities as

ωR =
ω‖RD

v0

, (6.23)

where RD is the dimensional radius of the BEC and v0 = 2h̄kl/M is the speed of

the harmonics just after the splitting pulses. This parameter is the time it takes the

two harmonics to separate measured in units of the inverse trapping frequency.

6.3 Single reflection interferometer

Solutions of Eqs. (6.8) for the case of a single reflection interferometer shown in

Fig. 6.1 (a) have been previously discussed in [52] without the cubic phase term.
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Inclusion of this term (∆s) is somewhat cumbersome but straightforward and results

in the following expressions for R, ∆x, ∆κ, g and ∆s at the end of the interferometric

cycle of duration T :

R = R0[1− 1

4
(ωT )2],

∆x =
1

4ω
(ωT )3,

∆κ =
1

2
(ωT )2 − 2(ωR0)

2D1(ωT/ωR0),

g = −ω[ωT − 2ωR0D2(ωT/ωR0)],

∆s = 2ω2D3(ωT/ωR0). (6.24)

Here

D1(x) =





1
4
x2(2 + 5

2
x− 35

8
x2 + 13

8
x3 − 1

16
x5) , x < 2

1/2 , x > 2
, (6.25)

D2(x) =





1
4
x

(
2− 5

2
x2 + 5

4
x3 − 1

16
x5

)
, x < 2,

0 , x > 2.
, (6.26)

and

D3(x) =





3
2
x3

(
35
6
− 175

24
x+ 21

8
x2 − 5

48
x4

)
, x < 2,

1 , x > 2.
(6.27)

In deriving the above expressions, only the lowest order contributions in terms of

ωT and ωR were retained. The loss of the fringe contrast takes place when both

these parameters are still small. The first of Eq. (6.24) then shows that the relative

change in the size of the BEC during the cycle is small and will be neglected in the

subsequent analysis.

The loss of the contrast due to the term A Eq. (6.15) happens for A > 1/2.
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Using Eqs. (6.16) and (6.24), we can translate this inequality into the relation

1

4

(ωT )3

ωR
> 1. (6.28)

Similarly, the loss of the contrast due to the term B Eq. (6.17) with the help of

Eqs. (6.18) and (6.24) can be expressed as

{
1

2
(ωT )2 − 2(ωR)2

[
D1(ωT/ωR)− 1

14
D3(ωT/ωR)

]}
ωR

ω
> 5, (6.29)

where D1 and D3 are given by Eqs. (6.25) and (6.27) respectively.

Finally, the loss of the fringe contrast due to the term C corresponds to the

region of parameters where

(ωR)3

ω
D3(ωT/ωR) > 30. (6.30)

Figure 6.3 is a two-dimensional plot showing the regions of operation of the in-

terferometer. The dimensionless trap frequency is ω = 3.5 × 10−5, which roughly

corresponds to the value used in recent experiments [69]. The white region corre-

sponds to large fringe contrast. In the grey region (lower right corner) A > 1/2

and the fringe contrast is small because of the lack of overlap of the harmonics ψ±.

The region with the vertical stripes corresponds to B > 1/2 and the contrast is

small because of the phase difference across the cloud. The region filled with the

horizontal stripes corresponds to C > 1/2 and the contrast is lost because of large

value of the cubic phase across the harmonic. These regions were found by numeri-

cally inverting Eqs. (6.28), (6.29), and (6.30). Note that when two shaded regions

overlap, the contrast is lost due to two different mechanisms.

Figure 6.3 shows that when ωR < 5× 10−3, the contrast is lost because the two
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Figure 6.3: The regions of large and small fringe contrast for the single reflection
interferometer. The white region corresponds to high contrast. In the grey region
A > 1/2, the region filled with vertical stripes is where B > 1/2. The region filled
with horizontal stripes is where C > 1/2.
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harmonics ψ± do not overlap at the recombination time. In the region 5 × 10−3 <

ωR < 6× 10−2, the contrast is lost because the trap causes a difference in the phase

across the atomic cloud. When ωR > 6 × 10−3 and ωT <
√

2ωR, the force that

the two harmonics exert on each other is the cause of the difference in phase across

the harmonics. For the cycle time ωT =
√

2ωR, there is no phase difference across

the harmonics, but for ωT > 0.12 the cubic phase across the recombined harmonic

causes a loss of fringe contrast. For ωR > 0.06 and ωT >
√

2ωR the trap causes

the loss of fringe contrast.

The boundary between the regions where A < 1/2 and A > 1/2 is given by the

relation

ωR =
1

4
(ωT )3. (6.31)

For a given value of ωT , Eq. (6.31) sets the lower limit on the parameter ωR for

which the fringe contrast is large.

The boundary between the regions where B < 1/2 and B > 1/2 obtained with

the help of Eq. (6.18) in the limit ωR¿ 1, is given by the relation

ωR =
4ω

(ωT )2
. (6.32)

For a given ωT , Eq. (6.32) is the upper limit on the parameter ωR for which the

fringe contrast is large.

The largest cycle times with high fringe contrast correspond to the point on

Fig. 6.3 where the grey and vertical striped regions meet. Eqs. (6.31) and (6.32)

show that the maximum cycle time is given by

ωTmax = (16ω)1/5 (6.33)
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and this occurs when the size of the BEC is given by the relation

ωRopt =
1

4
(16ω)3/5. (6.34)

The optimal value of the parameter ωRopt is always smaller than ωTmax, which

justifies the approximation used in deriving Eq. (6.32).

In the previous chapter (Chapter 5), we demonstrated that it is sometimes possi-

ble to increase the contrast of the interference fringes by shifting the recombination

time. However, in the geometry of a single-reflection interferometer when the BEC is

created in the confining potential given by Eq. (6.2), it is not possible to significantly

increase the fringe contrast by shifting the recombination time for ωT/ωR > 2, i.e.,

for the cycle times such that the two clouds completely separate. As a result, the

regions depicted in Fig. 6.3 cannot be significantly changed by shifting the recom-

bination time.

6.4 Double reflection interferometer

For the geometry of the double reflection interferometer shown in Fig.6.1 (b), ex-

pressions for R and g were found by perturbatively solving Eqs. (6.8) to third order

in ωT and first order in ωR yielding

g = ω
[
−1

2
(ωT ) +

1

24
(ωT )3 +

1

4
(ωR)D2

(
∆x

R

)]
,

R = R0

[
1− 1

4
(ωT )2

]
. (6.35)

The equation for R shows that, as for the single reflection interferometer, the relative

change in the size of the BEC during the cycle is small. This change will be neglected

in the subsequent analysis.
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Solutions of Eqs. (6.8) results in the expressions for ∆x and ∆κ at the end of

the interferometric cycle that are given by

∆x =
2

ω

[
2 sin

ωT

4
− 2 sin

3ωT

4
+ (1 + Is) sinωT

]
,

∆κ = 4 cos
ωT

4
− 4 cos

3ωT

4
+ 2(1 + Is) cosωT − 2 + 2Ir. (6.36)

Here

Is =
1

4
(ωR)2 (6.37)

is the change in ∆κ caused by the repulsive force that the two harmonics exert on

each other during the separation and

Ir =
1

2
(ωR)2

[
D1(|∆x|/R)− 1

2

]
≈ −1

4
(ωR)2

[
1−

(
∆x

R

)2
]

(6.38)

is the change in ∆κ caused by the force that the two harmonics exert on each other

during the recombination, with D1 given by Eq. (6.25). Expanding Eq. (6.36) into

into a Taylor series and keeping up to the sixth order in ωT results in the relations

∆x =
2

ω

[
1

4
(ωR)2(ωT )− 1

32
(ωT )3 +

9

2048
(ωT )5

]
,

∆κ =
1

2
(ωR)2

[(
∆x

R

)2

− 1

2
(ωT )2

]
+

1

32
(ωT )4 − 11

6144
(ωT )6. (6.39)

The first term in Eq. (6.38) is canceled by Eq. (6.37) and the incomplete overlap at

the recombination time has a larger effect than the change in the harmonics’ size R.

Finally, ∆s is given by the expression

∆s = −ω2

[
1 +

(
R0

R

)3

(D3(|∆x|/R)− 1)

]
, (6.40)
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where D3 is given by Eq. (6.27). Here, the change in the size of the harmonics R

has a larger effect on ∆s than the incomplete overlap at the recombination time. In

the limit where the change in R is small and using Eq. (6.35), reduces Eq. (6.40) to

∆s = −ω2 3

4
(ωT )2. (6.41)

The loss of contrast due to the term A Eq. (6.15) occurs when A > 1/2. Using

Eq. (6.16) and (6.39), we can translate this inequality into the relation

1

16

(ωT )3

ωR
> 1. (6.42)

Similarly, the loss of contrast due to B Eq. (6.17) is given by Eq. (6.18) and

Eq. (6.13), which is the sum of three terms. The first term is

∆κ =
1

32
(ωT )4 +

1

6144
(ωT )6 − 3

8
(ωR)2(ωT )2. (6.43)

The second term is the product of the distance between the two harmonics and the

quadratic contribution to the phase at the recombination time and may be expressed

as

g∆x =
1

32
(ωT )4 − 9

2048
(ωT )6 − 1

4
(ωR)2(ωT )2. (6.44)

The third term is the cubic contribution given by

∆sR3 =
3

4ω
(ωT )2(ωR)3. (6.45)

Adding Eq. (6.43), (6.44), and (6.45), the inequality B > 1/2 can be translated into

the relation
∣∣∣∣

1

192
(ωT )6 − 1

14
(ωR)2(ωT )2

∣∣∣∣
ωR

ω
> 2. (6.46)
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The region were the loss of contrast is caused by C can be found using Eqs. (6.45)

and (6.20) and results in the relation

1

ω
(ωT )2(ωR)3 > 80. (6.47)

Figure 6.4 is a two dimensional plot showing the regions of operation of a double

reflection interferometer. The dimensionless trap frequency is ω = 3.5× 10−5 as in

Fig. 6.3. The white region corresponds to large contrast. In the grey region (lower

right corner) A > 1/2 and the contrast is small due to incomplete overlap at the

recombination time. The region filled with vertical stripes corresponds to B > 1/2

and the contrast is small due to the phase difference across the recombined BEC.

The region filled with horizontal stripes corresponds to C > 1/2 and the cubic phase

causes the loss of contrast.

For ωR < 0.04, the contrast is lost because the two harmonics ψ± do not overlap

at the recombination time. In the region 0.04 < ωR the contrast is lost because

the trap causes a phase difference across the recombined harmonic. Along the curve

ωR =
√

7/96(ωT )2 the phase difference across the recombined harmonic vanishes

and B = 0. However, when ωT > 0.8, the cubic phase causes the loss of contrast

and C > 1/2.

When the contrast is lost because of the incomplete overlap of the clouds at the

nominal recombination time (term A, grey region in Fig 6.4), the contrast can be

increased by recombining when the two clouds overlap. Using Eqs. (6.8) and (6.42),

it can be shown that the two harmonics completely overlap at the time τ = T +∆T ,

where

∆T

R
=

1

16

(ωT )3

ωR
. (6.48)
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Figure 6.4: The regions of large and small fringe contrast for the double reflection
interferometer. The white region corresponds to large contrast. In the grey region
A > 1/2. The region filled with vertical stripes is where B > 1/2. The region filled
with horizontal stripes is where C > 1/2.

163



At this shifted time, the contrast still may be lost due to the term B if

∣∣∣∣
1

32
(ωT )4 − 1

28
(ωR)2(ωT )2

∣∣∣∣
ωR

ω
> 1

and due to C if Eq. (6.47) is fulfilled. This method for increasing the contrast is

only useful when ωR < (ω3/2)1/7.

Figure 6.5 is a two-dimensional plot showing the regions of operation when the

recombination pulse is applied at the time when the two clouds overlap. The dimen-

sionless trap frequency is 3.5× 10−5. The white region corresponds to large values

of the fringe contrast. The region filled with vertical stripes corresponds to B > 1/2

and the region filled with horizontal stripes to C > 1/2. Recombination at a shifted

time improves the fringe contrast for ωR < 0.01.

When the contrast is lost because of the term B (vertical stripes in Fig. 6.4), the

contrast also can be increased by shifting the recombination time. This is because

the quantity that determines the contrast in Eq. (6.18) is the sum of the three terms

given by Eqs. (6.43), (6.44), and (6.45). A small change in the recombination time

results in a change in Eq. (6.44), but does not change either Eq. (6.43) or Eq. (6.45).

Using Eqs. (6.8) one can show that recombining at the time τ = T + ∆T , where

∆T

R
=

1

192

(ωT )5

ωR
− 1

14
(ωT )(ωR), (6.49)

results in B = 0 at the shifted recombination time. With the help of Eqs. (6.8),

(6.46) and (6.49), the inequality A > 1/2 at the shifted recombination time trans-

lates into the relation

∆κ

gR
=

1

16

(ωT )3

ωR0

> 1, (6.50)

The region where C > 1/2 is still given by Eq. (6.47). Figure 6.6 is a two-dimensional
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Figure 6.5: The regions of large and small fringe contrast for the double reflection
interferometer. The recombination takes place at the time, when the harmonics fully
overlap and A = 0. The white region corresponds to large contrast. The region filled
with vertical stripes is where B > 1/2 and the region filled with horizontal stripes
is where C > 1/2.
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plot showing the different regions of operation when the recombination takes place

at the shifted time given by Eq. (6.49). The dimensionless trap frequency is taken

to be ω = 3.5 × 10−5. The white region corresponds to large values of the fringe

contrast. In the grey region the loss of contrast is caused by the term A and in the

region filled with horizontal stripes by the term C. When ωR < 0.13, the incomplete

overlap causes the loss of fringe contrast and when ωR > 0.13 the cubic phase causes

the loss of contrast.

The lower limit on the values of ωR for which the fringe contrast is large with

the help of Eq. (6.50) can be written as

ωR ≈ 1

16
(ωT )3. (6.51)

and the upper limit on ωR using Eq. (6.47) can be expressed as

ωR =
(30ω)1/3

(ωT )2/3
. (6.52)

The longest cycle time before the loss of the fringe contrast is given by the relation

ωTmax ≈ 3ω1/11, (6.53)

and occurs when the size of the BEC is

ωRopt ≈ 27

16
ω3/11. (6.54)
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Figure 6.6: The regions of large and small fringe contrast for the double reflection
interferometer, when the recombination takes place at the optimal time, when B =
0. The white region corresponds to large values of the contrast. In the grey region
A > 1/2 and in the region filled with horizontal stripes C > 1/2.
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6.5 Comparison with experiment

There have been several experimental realizations of waveguide interferometers that

use optical pulses to control the dynamics of the BEC [33, 35, 34, 69, 70].

The JILA group [33] built a single reflection interferometer and used a trap

with frequencies (ωx, ωy, ωz) = 2π × (100, 100, 5) Hz and a 87Rb BEC with about

104 atoms. These parameters correspond to the nonlinearity parameter p = 5.7,

the dimensionless BEC radius R = 675, the dimensionless trap frequency of ω =

1.7× 10−4 and ωR = 0.11. In Ref. [33] the contrast at about 10 ms was found to be

V = 0.2. This agrees with our model if, instead of using Eqs. (6.24) and Eq. (6.14),

we use Eq. (6.24) and numerically integrate Eq. (6.12).

In the experiment at the University of Virginia [69] the trap has frequencies

(ωx, ωy, ωz) = 2π × (3.3, 6, 1.2) Hz, and the BEC had about 3 × 104 87Rb atoms.

These parameters correspond to the dimensionless nonlinearity parameter p ≈ 0.75,

the dimensionless BEC radius of R = 940, the dimensionless trap frequency of

ω = 3.65× 10−5 and ωR = 0.035.

The University of Virginia group experimentally investigated the operation of

both a single and double reflection interferometer. When analyzing the single re-

flection interferometer, they found 50% contrast for the cycle time of about 12 ms.

This time corresponds to ωT = 0.9 (cf. Eq.(6.22)). The loss of contrast at this time

agrees with Fig. 6.3 and the results of Sec. 6.3.

The double reflection interferometer had 50% contrast for a cycle time of 80 ms,

translating to ωT = 0.6 in our variables. The loss of contrast at this time agrees

with Fig. 6.4 and the results of Sec. 6.4. The experiment used a BEC radius R

such that the contrast was lost due to both the incomplete overlap (term A) and

the phase across the cloud (term B) at about the same cycle time ωT . This may
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explains why the University of Virginia experiment had no phase distortion across

the recombined BEC. An increase of decrease in the radius R would have caused a

decrease in the coherence time of the interferometer. However, our model predicts

that by both increasing the radius and shifting the recombination time it would be

possible to increase the coherence time.

6.6 Conclusions

In this chapter, we analyzed the operation of both single and double reflection

interferometers. We introduced a simple analytic model to determine the regions

in parameter space where the fringe contrast is large and small. For the case of a

double reflection interferometer, we showed that the coherence time can be increased

by changing the recombination time. Finally, we compared our results to recent

experimental realizations of these interferometers.

Our analysis focused on the case where the BEC was in the ground state of the

trap at the beginning of the interferometric cycle. Analysis of the single reflection

interferometer when this restriction is relaxed can be found in [52]. In the case of

a double reflection interferometer, the two largest terms (of order (ωT )4) in Eqs.

(6.43) and (6.44) are only equal when the BEC is initially in the ground state. As

a result, the region of high contrast discussed in Sec. 6.4 becomes smaller when the

BEC is not initially in the ground state.

The analysis of this chapter did not include effects beyond the mean field ap-

proximation such as phase diffusion and finite temperature phase fluctuations.

The phase fluctuations of a BEC in a trap have been extensively studied in

Ref. [71, 72, 73, 74]. It has been shown that the phase diffusion time has the func-

tional form TD ∼ (āHO/as)
2/5N1/10/ω̄ [72], where ω̄ = (ωxωyωz)

1/3 is the geometric
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average of the trap frequencies and āHO =
√
h̄/Mω̄ is the average oscillator length.

For the case of the University of Virginia experiment [69], the phase diffusion time

is TD ∼ 3 sec, which is much longer than the upper limit calculated in Sec. 6.5.

When the aspect ratio of the trap ω‖/ω⊥ becomes sufficiently large, the BEC be-

comes one-dimensional and phase fluctuations can cause decoherence [75, 76, 77, 78].

The phase fluctuations along the BEC depend on the aspect ratio and temperature

of the BEC and become important when the temperature of the BEC is larger than

T = 15(h̄ω‖)2N/32µ [75], where µ is the chemical potential of the BEC. For the

recent experiments [33, 34], the phase fluctuations across the BEC are sufficiently

small that they can be neglected.
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Chapter 7

The BEC transistor

171



7.1 Introduction

One of the most important components of a microelectronic circuit is a transistor. In

this paper we present a BEC-based device which will be subsequently called a BEC

transistor or an atom transistor. It enables one to control a large number of atoms

with a smaller number of atoms and demonstrates switching and both differential

and absolute gain thus showing behavior similar to that of an electronic transistor.

The device is not optimized for performance but is arguably the simplest possible

geometry showing behavior reminiscent of a transistor. This makes its experimental

realization relatively easy with existing atom chip techniques.

The BEC transistor uses a Bose Einstein condensate in a triple well potential,

as shown schematically in Fig 7.1. In fact, Fig. 7.1 refers to two subtly different

possible experimental realization of the device. In the trapped configuration, the

BEC is confined in all three dimensions in the potential wells. The wells are allowed

to interact for time interval T . This is done either spatially bringing them together

and separating apart after time T of changing the shapes of the potential wells so

that the interaction is suppressed after time T . In the waveguide configuration,

the potential wells of Fig. 7.1 represent three guides that converge, run parallel to

each other for distance L and then diverge. The interaction time T = L/v in this

geometry is determined by the speed of flow v of the BEC in the guides. In the

following for definiteness we will use the terminology appropriate for the trapped

configuration.

The BEC transistor is similar to an electronic field effect transistor. The left well

behaves like the source, the middle as the gate, and the right well is equivalent to

the drain. If there are no atoms in the middle well, practically no atoms tunnel from

the left into the right well, as shown in Fig. 7.1a. A small number of atoms placed
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into the middle well switches the device resulting into the strong flux of atoms from

the left well (the source) through the middle and into the right well as shown in

Fig. 7.1b. Increasing number of atoms in the middle well increases the number of

atoms that tunnel into the right well. Parameters of the triple well structure are

chosen so that the number of atoms having tunneled into the right well at the end

of the interaction period is much larger that the number of atoms in the middle

well. In the subsequent sections we will show that the BEC transistor exhibits both

absolute and differential gain.

The physics of operation of the BEC transistor is based on atom-atom interac-

tions and appropriate design of the potentials. The chemical potential of the left

well is chosen to be nearly equal to the ground state energy level of the empty

right well (in Fig. 7.1 we make them equal). The ground state energy of the empty

middle well is chosen to be considerably lower than that in both the left and the

right wells. Placing atoms in a well raises the value of chemical potential due to

atom-atom interactions. Parameters of the potential wells are chosen so that the

chemical potential in the middle well is considerably more sensitive to the change

in the number of atoms in the well than is the case for the left and right wells.

When the middle and right wells are initially unpopulated, tunneling of atoms

from the left to the middle well is blocked because of the energy mismatch as shown

in Fig. 7.1c. If some amount of atoms is placed into the middle well, the atom-

atom interactions will increase the energy of the atoms in the middle well. When

the chemical potential in the middle well becomes nearly equal to that in the left

and right wells, the device switches and atoms become able to tunnel from the left

through the middle into the right well as shown in Fig. 7.1d.

Using atom-atom interactions to block tunneling in a double-well structure is

often referred to as self trapping. This effect was first described in Ref. [61]. If a
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condensate is placed in one of the two weakly-coupled spatially separated potential

wells with matched energy levels, it can oscillate between the wells by linear quantum

tunneling. However, due to atom-atom interactions, the tunneling is blocked when

the number of atoms in the condensate exceeds some critical value. This suppression

is due to the fact that interactions increase chemical potential of the atoms in the

occupied wells and introduce nonlinear energy mismatch. Self trapping has been

analyzed for a large number of systems including asymmetric double well potentials

[79] and symmetric three well systems [80]. It has also been observed experimentally

for atoms in a one dimensional optical lattice [81].

The quantum state of two trapped Bose-Einstein condensates in a double well

potential has been analyzed in Ref. [82]. It has been shown that when the two wells

are separated and the interaction between the atoms is repulsive, the lowest energy

state is fragmented, which means that the coherence between the atoms in each

well is lost. The dependence of this fragmentation on the splitting rate and physical

parameters of the potential has been analyzed in Refs. [83] and [84]. The visibility of

interference fringes after splitting of a condensate with both attractive and repulsive

interactions was analyzed in Ref. [85], who showed a decrease in quantum noise in

the case of attractive interactions. The quantum dynamics of atoms in a symmetric

double well potential, where the atoms are in an initially fragmented state was also

analyzed in [86].

Bose Einstein condensates in triple well structures have been analyzed and the

stationary solutions in the mean field approximation were found in Ref. [87]. Three

well systems show chaotic solutions [88] and the dynamics of atoms in a three well

potential is sensitive to the initial conditions of the system [80]. This means that one

can control the dynamics of the system not only by varying the physical parameters

of the potential, but also by changing the initial conditions.
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The rest of the chapter is organized as follows. Section 7.2 contains derivation

of the general equations of motion for a BEC in an n-well potential with arbitrary

shapes of the wells and discussion of the limits of validity of the model. In Sec. 7.3

we specialize our discussion to the case of a three well structure. Sec. 7.3.1 is devoted

to the analysis of the equations of motion in the mean field limit and in Sec. 7.3.2

we will compare the results of the mean field to a second quantization calculation.

Section 7.4 contains estimates of the physical parameters for the device and discusses

the possibility of its experimental realization.

7.2 Equations of motion

The Hamiltonian for a system of interacting bosons in an external potential V (x) is

of the form

H =
∫
dxΨ̂†

[
− h̄2

2m
∇2 + V (x)

]
Ψ̂ +

U0

2

∫
dxΨ̂†Ψ̂†Ψ̂Ψ̂. (7.1)

Here Ψ̂ is the field operator and U0 = 4πash̄
2/m, where m is the atomic mass

and as is the s-wave scattering length. For notational simplicity we are considering

one-dimensional case. Extension to two or three dimensions is straightforward.

In the standard basis of eigenfunctions ψi of the linear part of the Hamiltonian

[
− h̄2

2m
∇2 + V (x)

]
ψi = h̄Ωiψi, (7.2)

the field operator is represented as

Ψ̂ =
∑

i

ψiai, (7.3)

where ai is the destruction operator for the mode ψi. These operators satisfy the
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Figure 7.1: (Color online) The geometry of a BEC transistor. When the number
of atoms in the middle well is small, tunneling from the left into the right well is
negligible (a). This is due to the fact that the chemical potential of the middle
well does not match that of the two other wells (c). Placing atoms in the middle
well increases the chemical potential due to interatomic interactions (d) and enables
tunneling then atoms tunnel from the left into the right well. This happpens because
atom-atom interactions increase the energy of the middle guide (b).
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canonical commutation relations

[ai, a
†
j] = δij,

[ai, aj] = 0. (7.4)

The potential V (x) consists of n weakly coupled potential wells. The eigenmodes

ψi are ”nonlocal” and extend over several potential wells. As discussed above, we

are interested in calculating the number of atoms in each well as a function of time.

A more convenient basis in this case corresponds to a set of modes φi localized in

each potential well with the corresponding destruction operators bi so that

Ψ̂ =
∑

i

φibi. (7.5)

The operators b are linear superpositions of the operators a,

bi =
∑

j

ujiaj, (7.6)

where u is the transformation matrix determined by the condition of localization of

the modes φi.

Requiring that the destruction operators bi satisfy the canonical commutation

relations identical to those of Eq. (7.4)

[bi, b
†
j] = δij,

[bi, bj] = 0, (7.7)

implies the unitarity of the transformation matrix u:
∑

m umiu
∗
mj = δij. For bound

states all modes ψi can be chosen real and the transformation matrix u can be chosen
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real and orthogonal.

The transformation from the ”nonlocal” basis ψi to the ”local” basis φi is given

by the relations

φi =
∑

j

u∗jiψj. (7.8)

The operators bi are associated with the local modes of the n-well structure. For the

purposes of the subsequent analysis we will need to know only the lowest local mode

in each potential well. It means that there are n local modes φi and the coefficients

uij should be chosen so that the function φi be localized in the i-th potential well.

To quantify the degree of localization, we set points x0, x1, ..., xn somewhere

between the wells where amplitudes of the modes ψk are exponentially small. This

procedure is shown schematically in Fig. 7.2. The degree of localization of the mode

φk in the k-th well is characterized by the localization parameter

fk =
∫ xk

xk−1

dx|φk|2. (7.9)

The localization parameter fk can be rewritten in terms of the transformation matrix

u as

fk =
∑

m,l

umku
∗
lkJk(l,m), (7.10)

where the matrix Jk(l,m) is given by the expression

Jk(l,m) =
∫ xk

xk−1

dxψ∗mψl. (7.11)

To localize the modes φk, we maximize the function

f =
∑

k

fk =
∑

kml

umku
∗
lkJk(l,m) (7.12)
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Figure 7.2: A schematic of a multi-well non-symmetric potential structure with two
adjacent wells shown. The points xk−1, xk and xk+1 are chosen between the wells
where the eigenmodes ψk are exponentially small.
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subject to constraints
∑

k

umku
∗
lk = δml. (7.13)

The maximization results in the set of n2 equations

∑
m

[Jj(i,m)− λim] umj = 0, (7.14)

where 1 ≤ i, j ≤ n and where λim = λ∗mi are Lagrangian multipliers.

The set of equations (7.14) can be written in a more transparent form as a set

of n matrix equations (j = 1, 2, . . . n)

(
Ĵj − λ̂

)
|uj〉 = 0, (7.15)

where Ĵj and λ̂ are Hermitian matrices with the elements Jj(i,m) and λim, re-

spectively, and where |uj〉 is the column vector of u with the elements umj (m =

1, 2, . . . n). The equation of constraints, Eq. (7.13), becomes

〈ui|uj〉 = δij. (7.16)

In the limit of negligibly small coupling between the wells, the column vectors |uk〉
of the transformation matrix u are exact eigenvectors of the operators Ĵj because

the latter in this limit reduce to Ĵj = |uj〉〈uj|. The matrix of Lagrange multipliers in

this limit becomes the identity matrix. This observation suggests that for nonzero

coupling between the wells the vectors |uk〉 can be found perturbatively starting

from the eigenvectors |wk〉 of Ĵk with eigenvalues close to one:

Ĵk|wk〉 = µk|wk〉 = (1− εak)|wk〉, (7.17)
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where ε¿ 1 characterizes relative coupling strength between the wells. The eigen-

vectors |wk〉 form a nonorthogonal basis set with 〈wi|wj〉 = O(ε) for i 6= j.

Solution of Eq. (7.17) in the |uk〉 basis to the first order in ε yields

|wk〉 = |uk〉+
∑

j 6=k

|uj〉〈uj|Ĵk|uk〉, (7.18)

where we have used the fact that Ĵk−|uk〉〈uk| = O(ε). Inversion of Eq. (7.18) yields

|ui〉 = |wi〉 −
∑

j 6=i

|wj〉〈uj|Ĵi|ui〉, (7.19)

Using the orthogonality conditions for |ui〉 up to the first order in ε and the condition

〈ui|Ĵj|uj〉 = 〈ui|Ĵi|uj〉 that follows from Eq. (7.15), results in the relation

〈ui|Ĵj|uj〉 =
1

2
〈wi|wj〉 (7.20)

yielding the final expression for the vectors |ui〉 in terms of |wi〉:

|ui〉 = |wi〉 − 1

2

∑

j 6=i

|wj〉〈wj|wi〉. (7.21)

To calculate the local modes, one thus finds eigenvectors |wi〉 of Ĵi with eigenvalues

close to one for i = 1, 2, · · ·n. The columns of the transformation matrix are then

given by Eq. (7.21). The local modes are found using Eq. (7.8). An example of such

calculation is shown in Fig. 7.3.

Overall signs of the local modes φi in Eq. (7.8) are arbitrary being determined

by sign choices for the global modes ψi. These signs can be changed if needed

because if φi is a local eigenmode, so is −φi. Changing the sign of φi amounts to

changing the sign of the i-th row of the transformation matrix u which leaves it
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Figure 7.3: An example of calculation of local modes. Graphs (a)-(c) show the three
lowest global eigenmodes of the potential V (dotted line). These eigenmodes are
nonlocal with large probability density in two or more wells. Graphs (d)-(f) show
local modes, which are linear combinations of the nonlocal eigenmodes.
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unitary. To be able to unambiguously specify the value of the relative phase shift

between condensates in different potential wells, the overall signs of the local modes

φi will be fixed by requiring that each eigenmode φi be positive in the region of its

localization between xi and xi+1.

In terms of the destruction operators bi of the local modes the Hamiltonian

Eq. (7.1) can be written as

H =
∑

ijk

h̄Ωkukiu
∗
kjb

†
ibj +

U0

2

∑

i

κi

(
b†i

)2
b2i , (7.22)

where Ωi is the eigenfrequency of the i-th mode ψi given by Eq. (7.2), uij is the

transformation matrix and κi is the overlap integral

κi =
∫
dx|φi|4. (7.23)

The equations of motion for the operators bi in the Heisenberg picture are given by

ih̄
d

dt
bi =

∑

jk

h̄Ωkukiu
∗
kjbj + U0κib

†
ib

2
i . (7.24)

The diagonal terms

Λi =
∑

k

Ωk|uki|2 (7.25)

in Eq. (7.22) have the meaning of eigenfrequencies of the local eigenmodes in the

absence of coupling between the wells and the nondiagonal terms

∆ij =
∑

k

Ωkukiu
∗
kj (7.26)

are coupling frequencies between the i-th and j-th wells. Since for bound states u can

be chosen real, the matrix of the coupling frequencies is real and symmetric: ∆ij =
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∆ji. The coupling strength is exponentially dependent on the distance between the

wells and usually only the nearest-neighbor coupling should be taken into account.

7.3 Three-well structure

In the following we shall specialize our analysis to the case of a potential consisting

of three potential wells. These will be referred to as the left, middle and right well,

respectively. The left well serves as a source of atoms. The number of atoms Nl

in this well is kept nearly constant and is considerably larger than the number of

atoms initially placed and subsequently tunneling into the middle or the right wells.

The dynamics in the left well is therefore unaffected by that in the other two wells.

This dynamics is factored out and the destruction operator for the left well bl is

replaced by a c-number: bl =→ √
Nl. This approximation is valid when as long as

the depletion of the left well is small Nl À 〈b†mbm〉+ 〈b†rbr〉.
The Hamiltonian Eq. (7.22) reduces to

H = h̄(Λm − µ)b†mbm + h̄(Λr − µ)b†rbr

+h̄(∆lm

√
Nlbm + ∆mrb

†
mbr + h.c.)

+
U0

2
κm

(
b†m

)2
b2m +

U0

2
κr

(
b†r

)2
b2r (7.27)

where Λi, ∆i and κi are given by Eqs. (7.25), (7.26) and (7.23), respectively, h.c.

means Hermitian conjugate and µ = h̄Λl + κlU0Nl.

As discussed at the end of Sec. 7.2, the overall sign of the local modes φi has

been fixed by requiring that they be positive in the region of their localization. With

this choice, the coupling frequencies ∆ij between different wells (see Eq. (7.26)) are

negative. This is easily ascertained using the simplest example of a symmetric two-
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well structure where the two local modes are proportional to a sum and a difference

of the two global modes. Normalizing the Hamiltonian Eq. (7.27) to the positive

energy −h̄∆mr = h̄|∆mr| brings it to its final dimensionless form

H

h̄|∆mr| = ωmb
†
mbm + ωrb

†
rbr − (Dbm + b†mbr + h.c.)

+
Zm

2

(
b†m

)2
b2m +

Zr

2

(
b†r

)2
b2r, (7.28)

where Zi = −U0κi/h̄∆mr, ωi = (µ− Λi)/∆mr and D = ∆lm

√
Nl/∆mr.

The Heisenberg equations of motion for the destruction operators bl and br (7.24)

in the dimensionless variables take the form

i
d

dτ
bm = (ωm + Zmb

†
mbm)bm −D − br

i
d

dτ
br = (ωr + Zrb

†
rbr)br − bm, (7.29)

where the dimensionless time τ is given by the relation τ = |∆mr|t.

7.3.1 Mean-field

In this section we shall present results of analysis of Eq. (7.29) in the mean-field limit

corresponding to relatively large atomic populations in all wells, when the operators

bm and br can be treated as complex numbers.

Figure 7.4 demonstrates control of atomic population in the right well by popu-

lation in the middle well with the absolute gain that is considerably larger than one.

Parameters for Fig. 7.4 are ωm = −1.3, ωr = 0.5, ZmD
2 = 1 and ZrD

2 = 0. The

right well is initially empty, br(0) = 0. Parameters of the wells are chosen so that if

no atoms are initially placed in the middle well (bm(0) = 0), the tunneling from the
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source (the left well) to the middle well is strongly suppressed and the population

in the right well remains at a low level. This situation is illustrated by a dotted line

in Fig. 7.4.

Placing some number of atoms in the middle well results in a much larger tun-

neling rate from the left to the right well through the middle well as shown by a

solid line corresponding to the initial condition bm(0) = D. The increase in the

tunneling rate can be observed for a range of values of the relative phase of the

condensates in the left and middle wells. The dashed curve obtained for the initial

condition bm(0) = D exp(iπ/2), i.e., corresponding to the π/2 relative phase shift

between the condensates in the left and middle wells, exhibits qualitatively similar

behavior. Note that the output number of atoms in the right well (τ = 20) is about

50 − 60 times larger than the input number of atoms in the middle well. In other

words, the output number of atoms in the right is controlled by that in the middle

well with the absolute gain G = Nr,out/Nl,in ≈ 50− 60.

Populations in the middle and right wells as functions of the interaction time are

shown if Fig. 7.5 for bm(0) = D. All other parameters are the same as in previous

graphs. The solid curve is the population of the right well and the dashed curve

is the population of the middle well. Figure 7.5 demonstrates that the population

of the middle well stays about an order of magnitude below that for the right well.

The middle well serves a gate controlling the rate of atomic flow from the source to

the right well. The atoms tunneling from the source to the right well pass through

the middle well without being accumulated there.

The output number of atoms in the right well as a function of the input number of

atoms in the middle well is shown in Fig. 7.6. Parameters for this figure are the same

as for Fig. 7.4, i.e., ωm = −1.3, ωr = 0.5, ZmD
2 = 1 and ZrD

2 = 0. The solid curve

corresponds to the zero initial phase shift between the condensates in the left and
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Figure 7.4: The number of atoms in the right well as a function of interaction time for
different initial number of atoms in the middle well. The dotted curve corresponds
to initially empty middle well, bm(0) = 0, and the solid curve to bm(0) = D. The
dashed curve corresponds to the initial condition bm(0) = D exp(iπ/2). For all
curves ωm = −1.3, ωr = 0.5, ZmD

2 = 1 and ZrD
2 = 0.
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middle wells and the dotted curve to the π/2 shift. This figure demonstrates rapid

switching from small to large tunneling rates in the region around |bm,in|2D2 ≈ 0.5

with subsequent saturation at the level G = Nr,out/Nm,in ≈ 50−60. In the switching

region, a small change in the population of the atoms in the middle well results in

a large difference in the population in the right well.

Figure 7.7 shows output population in the right well (τ = 20) as a function of

the modal frequency ωm of the middle guide for different values of the input number

of atoms in the middle well. This figure demonstrates switching for different values

of the number of atoms initially in the middle well. The dotted line corresponds to

initially empty middle well. For this curve, the maximum tunneling rate corresponds

to the region around ωm = −0.5. If the frequency of the middle well is lowered

beyond this value, the number of atoms that tunnel into the right well becomes

small. The solid curve corresponds to the initial condition bm(0) = D. This curve is

qualitatively similar to that for an initially empty middle well, but the maximum has

moved to a lower value of ωm = −1.3. The dashed curve corresponds to the initial

condition bm(0) = D exp(iπ/2). This curve still has a maximum around ωm = −1.3.

For this value of ωm, the number of atoms that tunnel into the right well when the

initial atoms have either zero or π/2 phase shift is about the same. For the initially

empty middle well, the population in the right well remains small.

As opposed to an electronic transistor, the amplification and switching in the

three-well structure is a coherent effect and depends on the relative phase between

the condensates in the left and middle wells. To investigate sensitivity of the pre-

viously obtained results to the value of the relative phase angle, we kept the input

number of atoms in the middle well fixed at |Am(0)/D|2 = 1.2 and changed the

relative phase angle. The results are given by Fig. 7.8 showing the output number

of atoms in the right well (τ = 20) as a function of the phase angle. All other
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Figure 7.6: The output number of atoms in the right well (τ = 20) as a function of
the number of atoms initially placed in the middle well.
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the dimensionless frequency of the middle well ωm. The dotted line corresponds to
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parameters are the same as in previous figures. Figure 7.8 demonstrates that in the

amplification regime the number of atoms that tunnel into the right well is nearly

independent of the initial phase angle, as long as this angle is roughly in the range

between −π/2 and π/2.

7.3.2 Second-quantization results

This section presents results of analysis of the three-well structure in the framework

of the second-quantization formalism. This allows us to estimate the region of

applicability of the mean-field approach of section 7.3.1, evaluate intrinsic quantum-

mechanical uncertainty due to finite number of atoms and extend previous results

to the limit of small number of atoms.

In the dimensionless variables, the state vector of the system |ψ(t)〉 evolves ac-

cording to the equation

i
d

dτ
|ψ〉 = H|ψ〉, (7.30)

where H is the second-quantized Hamiltonian given by Eq. (7.28). The state vector

can be represented in terms of the joint number states |nm, nr〉 as

|ψ〉 =
∑

i,j

ci,j|ni, nj〉, (7.31)

with the decomposition coefficients given by cm,r = 〈nm, nr|ψ〉. Equation (7.30) is

transformed to the set of ordinary differential equations that describe the evolution

of the decomposition coefficients

i
d

dτ
ci,j =

∑

i,j,k,l

〈ni, nj|H|nk, nl〉ck,l. (7.32)

In simulations, the set of Eqs. (7.32) has been truncated by keeping only the
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Figure 7.8: The output number of atoms in the right well as a function of the relative
phase of the atoms placed in the middle well.
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values of nm and nr such that nr + nm ≤ Nmax. The value of Nmax was chosen so

that Nmax was several times larger than the sum 〈nr〉+ 〈nm〉.
Initial conditions for the system of equations Eq. (7.32) corresponded to zero

initial number of atoms in the right well with the atoms in the middle well being in

a coherent state:

|ψ(0)〉 = e−|α|
2

Nmax∑

n=0

αn

√
n!
|n, 0〉. (7.33)

Here the complex parameter α is given by α =
√
〈Nm〉(0)eiϕ, where 〈Nm〉(0) is

the average number of atoms initially placed in the middle well and ϕ is the phase

difference between the atoms in the middle and left wells.

The transition to the mean-field limit corresponds to increasing the input number

of atoms in the middle well 〈Nm〉(0) while keeping the ratio ωm/Zm〈Nm〉(0) constant.

Equations (7.28) show that the results of action of the destruction operators on the

state vector scales as D provided the parameters ZmD
2 and ZrD

2 are kept constant.

Thus, the transition to the mean-field limit can be implemented by setting the initial

number of atoms in the middle well proportional to D2 and increasing the value of

coupling D between the left and middle wells while keeping the parameters ZmD
2

and ZrD
2 constant.

The average number of atoms in the right well 〈Nr〉 as a function of the interac-

tion time is shown in Fig. 7.9 for three different values of D2. The parameters for this

figure are ωr = 1, ωm = −0.5, ZmD
2 = 1/4, ZrD

2 = 0 and |α|2 = 〈Nm〉(0) = D2.

The phase angle of the coherent state is zero. The solid line is the mean-field limit.

The dotted, dash-dotted and dashed lines correspond toD2 = 1, D2 = 4 andD2 = 8,

respectively. Figure 7.9 demonstrates good convergence of the second-quantization

results to the mean field limit as D2 is increased. The D2 = 1 curve deviates from

the mean-field limit for large value of τ , but all other curves lie progressively closer
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Figure 7.9: The average number of atoms in the right well as a function of the inter-
action time for three different values of the coupling between the left and the middle
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to the mean-field curve as the parameter D increases.

The output (τ = 10) probability distribution P (Nr) of finding Nr atoms in the

right well versus Nr is shown if Fig. 7.10. The dash-dotted line corresponds to

D2 = 1, the dashed line to D2 = 4 and the sold line to D2 = 8. Since the number of

output atoms scales as D2, the horizontal axes is scaled as Nr/D
2 to keep position of

the maximum and the width of the curves more of less the same for different values

of D2. As a result, the vertical axes shows not P (Nr), but the product P (Nr)D
2

to keep the height of the curves approximately the same for different values of D2.

The total ”area under the curve” (strictly speaking it is a sum, not an integral) for

all curves is equal to one. The dash-dotted curve corresponding to D2 = 1 shows

bimodal distribution with a relatively large probability of finding atoms near zero

Nr in addition to the main peak near Nr/D
2 ≈ 31, the latter being very close to the

mean-field result. The difference between the mean-field and second-quantization

results, previously seen in Fig. 7.9 for D2 = 1, is due to the part of the probability

distribution near zero that pulls down the average. As the coupling D to the source

is increased, only the single-humped part of the probability P (Nr) centered at the

mean-field result remains. The output relative standard deviation ∆Nr/〈Nr〉 is

equal to 0.35, 0.08 and 0.04 for D2 = 1, 4 and 8, respectively.

Comparison of the mean-field and second-quantization results carried out for

the same parameters as above but the relative phase angle between the condensates

equal to φ = π/2 yielded conclusions very similar to those summarized by Figs. 7.9

and 7.10.

Figures 7.11 and 7.12 parallel analysis of Figs. 7.9 and 7.10 for the case when

the middle well is initially empty, |α|2 = 〈Nm〉(0) = 0. These figures are aimed at

verifying that the rapid switching from low to high-amplification regime predicted

by the theory in the mean-field limit can be also realized with only few controlling

196



0 5 10 15 20 25 30 35 40 45 50
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

N
r
/D2

P
(N

r) 
⋅ D

2  

D2 = 1

D2 = 4

D2 = 8

Figure 7.10: The probability P (Nr) of finding Nr atoms in the right well (τ = 10).
Atoms in the middle well are initially in a coherent state with α = D. The dash-
dotted line corresponds to D2 = 1, the dashed line to D2 = 4 and the solid line to
D2 = 8.
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interaction time for three different values of the coupling between the left and the
middle wells. The middle well is initially empty. The solid curve is the result of
the mean-field calculation, the dotted curve is the result of the second-quantization
calculation with D2 = 1, the dashed curve corresponds to D2 = 4, and the dash-
dotted curve to D2 = 8.
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atoms.

Figure 7.11 demonstrates convergence of the second-quantization results to the

mean-field limit for 〈Nm〉(0) = 0 as D2 is increased. This convergence is similar

to that shown in Fig. 7.9 except in this case the second-quantization approach

gives values somewhat larger than the mean-field limit. The reason is explained

by Fig. 7.12, which shows the probability P (Nr) of finding Nr atoms in the right

well at τ = 10. The probability P (Nr) has a pronounced spike at low values of

Nr. Another noticeable feature of Fig. 7.12 is a wide, nearly flat pedestal extending

from small values of Nr to a maximum value that is about twice larger than the

average (cf. Fig. 7.11). The maximum value slightly decreases as D increases. This

explains why the second-quantization results are larger than the mean-field results.

The one-humped shape of P (Nr) in Fig. 7.10 means that the uncertainty in the

output number of atoms in the high-amplification regime is small for even a few

controlling atoms in the middle well. Figures 7.11 and 7.12 show that the low-

amplification region is characterized by both low average number of output atoms

and by large uncertainty corresponding to the average. Indeed, the output relative

standard deviation ∆Nr/〈Nr〉 for the results of Fig. 7.12 is equal to 1.3, 1.0 and

0.9 for D2 = 1, 4 and 8, respectively. These results are in contrast to those for the

large-amplification regime of Fig. 7.10, where the standard deviation rapidly goes

down as the parameter D2 increases.

7.4 Discussion

The analysis of Sec. 7.3 demonstrates that a Bose Einstein condensate in a three

well potential shows transistor-like behavior with the middle well acting as a gate

controlling the flux of atoms from the source to the drain. In this section we present
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Figure 7.12: The probability P (Nr) of finding Nr atoms in the right well (τ = 10).
The middle well is initially empty. The dash-dotted line corresponds to D2 = 1, the
dashed line to D2 = 4 and the solid line to D2 = 8.
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estimates of the characteristic tunneling time for a trapped atom transistor and

discuss possible gain in the total number of atoms. The analysis will be extended to

the case of a waveguide device, where estimates will be presented for the tunneling

time, the length of the device and the gain in the output flux of atoms. Finally, we

summarize the results obtained.

7.4.1 Trapped atom transistor

The parameter D in Eq. (7.29) characterizes the strength of coupling of the source

(left well) to the gate (medium well). It is reasonable to expect that the operational

parameters of the BEC transistor are such that the contributions of the nonlinear

and linear terms in Eq. (7.29) are of the same order of magnitude, i.e. ZmD
2 ≈ 1.

The growth curve, shown if Fig. 7.6 shows the final population of the right well

as a function of the initial population of the middle well, where the atoms are held

in the traps for a dimensionless time τ = 20. This figure demonstrates that a change

in the population of the middle well from Nm = 0.4D2 to Nm = 0.8D2 results in a

change in the final population of the right well from Nr ≈ 10D2 to Nr ≈ 60D2. The

maximum number of atoms that tunnel into the right occurs when the number of

atoms initially in the middle well is Nm ≈ D2. We will refer to this number as the

saturation number. For example, if we take D2 = 10, a change from 4 to 8 atoms

in the middle well results in a change from 100 to 600 atoms in the right well.

Assume that the potential energy of the middle well is a cigar shaped potential

of the form

V (r⊥, z) =
1

2
m

(
ω2
⊥r

2
⊥ + ω2

zz
2
)
, (7.34)

where r⊥ is the coordinate in the radial direction, and z is the coordinate in the

axial direction. For this potential, the overlap integral given by the Eq. (7.23) can
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be evaluated as

κm =
1

(2π)3/2

1

a2
⊥az

, (7.35)

where a⊥ =
√
h̄/mω⊥ and az =

√
h̄/mωz are the harmonic oscillator lengths. The

nonlinearity parameter Zm in Eq. (7.28) is given by the expression

Zm =
U0κm

h̄|∆mr| , , (7.36)

where U0 = 4πash̄
2/m. Using Eq. (7.35) in Eq. (7.36) allows one to express the

tunneling frequency between the middle and the right wells as

|∆mr| = as
Nm

az

ω⊥, (7.37)

where we have also used ZmNm ≈ 1 to eliminate Zm in favor of Nm.

If the middle well is a spherical trap with ωz = ω⊥ = 2π × 103Hz and the

saturation number is D2 = 10 the tunneling frequency between the middle and

right well is

∆mr ≈ π × 102rad/sec. (7.38)

The dimensional time that it takes for atoms to tunnel from the left to the right

wells is

t ≈ 2× 10−1sec. (7.39)

In other words, for the parameters chosen a trapped atom transistor can distin-

guish between 4 and 8 atoms in the gate with the characteristic operational time of

10−1sec. This time can be decreased either by increasing the frequency of the trap

or increasing the value of the saturation number.
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7.4.2 Waveguide transistor

In a waveguide transistor the potential wells of Fig. 7.1 are the three guides that

run parallel to each other for the distance L. The interaction time T = L/v is

determined by the speed of flow v of the BEC in the guides. The field operator for

this configuration can be expressed as

Ψ̂(r, t) = exp(ikpz − iωpt)ψ̂(r, t), (7.40)

where kp and ωp = h̄k2
p/2m and the carrier wave number and frequency, respectively,

and ψ̂ is the field-operator envelope.

The Heisenberg equations of motion for the field operator ψ̂ in the co-propagating

frame t′ = t, z′ = z − vt is of the form

ih̄
∂

∂t
ψ̂ =

[
− h̄2

2m

(
∇2
⊥ +

∂2

∂z2

)
+ V (r⊥) + U0ψ̂

†ψ̂

]
ψ̂, (7.41)

where v = h̄kp/m is the velocity of the condensate and the primes have been omitted.

Changes in density as the condensate propagates through the transistor occur at

a length scale LBEC . We assume that the kinetic energy associated with the longitu-

dinal direction is small in comparison with the characteristic energy h̄Ω associated

with the transverse eigenmodes of the transistor

h̄Ω À h̄2

2mL2
BEC

. (7.42)

Next, we require that LBEC does not change appreciably during the time interval

L/v that it takes the condensate to propagate through the transistor,

∣∣∣∣∣
∂

∂t
lnLBEC

∣∣∣∣∣ ¿
v

L
(7.43)
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With Eqs. (7.42) and (7.43) fulfilled, the dispersive term (∂2/∂z2) in Eq. (7.41)

can be neglected and the coordinate z becomes a parameter. Propagation of different

”slices” of the condensate (parametrized by the coordinate z) through the transistor

can be analyzed independently.

Represent the field operator ψ̂ as

ψ̂ =
∑

i

φi(r⊥)bi(z, t), (7.44)

where φ(r⊥) is the i-th transverse local mode and bi(z, t) is the destruction operator

that destroys an atom in the i-th local mode at the coordinate z. Note that bi now

has dimension of m−1/2.

Using Eq. (7.44) in Eq. (7.41) with the dispersive term dropped, results in the

equations of motion in the Heisenberg picture for the operators bi that are of the

same form as Eq. (7.24):

ih̄
d

dt
bi(z, t) =

∑

i,j

h̄Ωkukiu
∗
kjbj + U0κib

†
ibi, (7.45)

As in the case of a trapped device, the left guide will be treated as a reservoir of

atoms corresponding to the replacement bl → √
nl, where nl is the density of atoms

(number of atoms per unit length). The equations of motion for the atoms in the

middle and right guide, in dimensionless form, become

i
d

dτ
bm(z, t) = (ωm + Zmb

†
mbm)bm −D − br

i
d

dτ
br(z, t) = (ωr + Zrb

†
rbr)br − bm, (7.46)

where the dimensionless parameters are Zi = −U0κi/h̄L∆mr, ωi = (µ − Λi)/∆mr,

D = ∆lm

√
Lnl/∆mr, and L is the length of the transistor. The destruction opera-
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tors are normalized to b′i = bi/
√
L, and the primes have been dropped. Since the

equations for each ”slice” in z are of the same form as Eq. (7.29), the analysis of

Sec. 7.3 is valid for each ”slice” separately.

As with the case of a trapped atom transistor, we take ZmD
2 = 1 and use the

fact that the largest tunneling rate corresponds to nm ≈ D2. We refer to this as the

saturation density, since nm is the normalized density of atoms and not the total

number as it was with a trapped atom device. Next, we assume that the middle

waveguide can be described by the potential

V (r⊥) =
1

2
mω2

⊥r
2
⊥, (7.47)

where ω⊥ is the transverse frequency of the guide. The overlap integral associated

with this potential is

κm =
1

2π

1

a2
⊥
, (7.48)

where a⊥ is the transverse oscillator length and a⊥ =
√
h̄/mω⊥. Using Eq. (7.36)

and (7.48), we evaluate the coupling frequency between the middle and right guides

as

|∆mr| ≈ asω⊥
nm

L
. (7.49)

In terms of the velocity of the atoms v and the flux entering the middle guide

Φm the density can be expressed as nm/L = Φm/v, and Eq. (7.49) takes the form

|∆mr| ≈ asω⊥
Φm

v
. (7.50)

Assuming that the guide has a transverse frequency of 10 kHz, the velocity 5 cm/sec

and the saturation flux is 105 atoms/sec, we can evaluate the coupling frequency
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between the right and middle guide as

∆mr ≈ 2π × 102rad/sec. (7.51)

The dimensional switching time is

t ≈ 2× 10−1sec, (7.52)

and the length of the device is

L ≈ 1cm. (7.53)

This length can be decreased by slowing the velocity of the atoms, increasing the

saturation flux or increasing the transverse frequency of the waveguide.

With the above numbers, a change in the input flux of the middle guide from

0.4× 105 atoms/sec to 0.8× 105 atoms/sec results in a change of flux in the output

of the right guide from 106 atoms/sec to about 107 atoms/sec.

To summarize, we have presented a theoretical analysis of a Bose Einstein con-

densate in a nonsymmetric three-well potential which shows transistor-like behavior.

We demonstrated the control of atomic population in the right well by the population

in the middle well with an absolute and differential gains considerably larger than

one. The second-quantization formalism was then used to evaluate the quantum-

mechanical uncertainty due to a finite number of atoms and extend the mean-field

results to the limit of a small number of atoms.

The BEC transistor can turn out to be useful in precision measurements. The

number of atoms that tunnel from the source to the drain is very sensitive to the

number of atoms in the gate. This fact can be used to detect and amplify small

changes in the number of atoms in the gate. A waveguide based transistor is capable
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of operating continuously and can be used to measure time-dependent phenomena.

Applications of this device may include measurement of inertial changes and electro-

magnetic fields. It is possible to envision potentially more interesting applications

by combining several such devices so that, e.g., the amplified output of the first

transistor serves as control for the second.
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Appendix A

Dynamics of the BEC due to the

optical pulses

The optical potential is used to split the initial zero-momentum BEC cloud at the

beginning of the interferometric cycle into the two harmonics with the momenta ±1,

reverse their direction of propagation in the middle of the cycle and recombine them

at the end. The optical pulses are short and sufficiently intense so that the dynamics

of the condensate is dominated by the optical potential when the laser beams are on

and the diffraction, relative displacements of the clouds and the nonlinearity can be

neglected. A good quantitative description of the BEC dynamics can be obtained

keeping only the lowest three harmonics with n = 0,±1 in Eq. (5.7). The set of

Eq. (5.8) with these approximations reduces to

i
d

dτ




ψ−1

ψ0

ψ1




=
1

2




1 Ω 0

Ω 0 Ω

0 Ω 1







ψ−1

ψ0

ψ1



. (A.1)

208



Solution of Eq. (A.1) has the form




ψ−1(τ)

ψ0(τ)

ψ1(τ)




=




A11 A12 A13

A12 A22 A12

A13 A12 A11







ψ−1(0)

ψ0(0)

ψ1(0)




(A.2)

where

A11 =
1

2

[
cos

sτ

4
+ e−iτ/4 − i

s
sin

sτ

4

]
, (A.3)

A12 = −2i
Ω

s
sin

sτ

4
, (A.4)

A13 =
1

2

[
cos

sτ

4
− e−iτ/4 − i

s
sin

sτ

4

]
, (A.5)

A22 = cos
sτ

4
+
i

s
sin

sτ

4
, (A.6)

and s =
√

1 + 8Ω2. Using Eq. (A.2) it is straightforward to show that the momentum

reversal of the moving BEC clouds ψ±1 → ψ∓1 can be achieved with a single pulse

of duration τp = 4π and magnitude Ωp = (3/8)1/2. The unitary evolution matrix

corresponding to the momentum reversal pulse is of the form

U±1↔∓1 =




0 0 1

0 1 0

1 0 0



. (A.7)

Splitting of the zero-momentum cloud ψ0 into the two harmonics ψ±1 and the re-

combination (the inverse of the splitting) requires a double pulse sequence. The first

pulse with Ωp = (1/8)1/2 and τp = 21/2π is followed by a period of free evolution

when the lasers are turned off for a time interval τev = 2π and then followed by the

second optical pulse with Ωp = (1/8)1/2 and τp = 21/2π. The evolution matrix for

209



the splitting sequence is given by

U0↔±1 =




−1
2
exp(−iπ/√2) 1√

2
1
2
exp(−iπ/√2)

1√
2

0 1√
2

1
2
exp(−iπ/√2) 1√

2
−1

2
exp(−iπ/√2)



, (A.8)

(irrelevant common phase has been omitted).

Direct numerical solution of Eq. (5.6) shows that optical pulses result in some

amount of energy transfer into higher harmonics, primarily ψ±2. For example, a

momentum reversal pulse with the parameters given above leaves several percent of

energy in the second harmonics. Due to non-ideal operation of the optical pulses,

about ten percent of the atomic population can be in undesirable modes at the end

of the interferometric pulse. A simple numerical optimization of the optical pulses’

amplitudes and durations can decrease population of the the unwanted harmonics.

Our analysis shows that the energy transfer into undesirable harmonics is of no

critical importance to the operation of the interferometer and thus the optimization

will not be discussed here.
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