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Abstract

Dimensional Stacking is a technique for displaying multivariate data in two dimensional screen space. This technique involves the discretization and recursive embedding of dimensions, each resulting N-dimensional bin occupying a unique position on the screen. This thesis describes the extension of this technique to a three dimensional projection. In addition to the visual enhancements, hashing was used to improve the scalability of records and dimensions. The resulting visualization was evaluated by a usability study.
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Chapter 1

Introduction

Data with many variables, or dimensions, is called multivariate data. This type of data can be found in a wide variety of fields, including government, economics, mathematical sciences and medicine. Understanding this type of data can be very difficult without help.

Information visualization techniques can be used to take multivariate data and produce a two or three dimensional picture. This picture is a visual representation of each record in the data set. Because humans can find relationships in a picture more easily than rows of numbers, data visualization helps researchers and analysts to understand and communicate their findings.

Basic data visualization techniques include scatterplots, bar charts and line graphs. These techniques work well for data with one or two variables, or a few discrete variables with one value. When data does not fit this profile, more advanced techniques that handle multivariate data are needed.
Dimensional Stacking [12, 25] is one advanced technique that can handle data with many dimensions. This works by breaking the $x$ and $y$ axes by a number of divisions. The number of divisions the current axis is divided into is determined by the cardinality of a dimension.

<table>
<thead>
<tr>
<th>Name</th>
<th>Min</th>
<th>Max</th>
<th>Cardinality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graduates</td>
<td>0</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>Professors</td>
<td>0</td>
<td>20</td>
<td>4</td>
</tr>
<tr>
<td>TA’s</td>
<td>0</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>RA’s</td>
<td>0</td>
<td>10</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 1.1: Dimensional information

The current axis alternates between the $x$-axis and the $y$-axis, producing a nested grid of rectangles (see Figure 1.1). These rectangles, or bins, represent a range of values for each dimension. Using the information in Table 1.1, it
is possible to find the ranges. The highlighted bin in Figure 1.1 represents the ranges:

- 2.5 – 5.0 for Graduates (outer, horizontal)
- 15.0 – 20.0 for Professors (outer, vertical)
- 0.0 – 2.5 for TA’s (inner, horizontal)
- 5.0 – 7.5 for RA’s (inner, vertical)

For the bin to be filled there must be some record in the data set with values in the ranges of all dimensions.

However this technique is not very scalable due to the limited rendering area available. Currently the largest number of dimensions that can be understandably displayed is twenty, each containing two bins, or six dimensions each with ten bins, which would map each bin to a single pixel. Larger datasets would produce a visualization where each bin is represented by a portion of a pixel, which clearly is not likely to be useful.

Also the current implementation of dimensional stacking uses an array to internally represent the space. This is wasteful for sparse datasets since much of the array would be empty. It is also impractical for searching dense datasets since there is no intrinsic ordering of where points could lay. For data sets that have $m$ dimensions, each with a cardinality $n$, the array needed to store the values for every bin would contain $m^n$ elements. For data sets with a moderate number of dimensions (e.g. twenty) and modest number of
bins (e.g. ten) this would require an array of $10^{20}$ elements, most of which could be empty.

Improving upon these limitations of dimensional stacking is the aim of this thesis. Although the resolution of the screen can be changed to increase the size of the rendering area, this is not a solution. Since changing the size of the rendering area is not possible, it must be used more efficiently by finding a method to allow a single pixel to represent more than an individual bin.

The rest of this paper discusses the design and implementation of the newest version of dimensional stacking called NLand. Chapter 2 gives an overview of other multivariate data visualization techniques. The design and implementation of NLand is discussed in Chapter 3. In Chapter 4 the results of the evaluation of this application are presented. Lastly, Chapter 5 presents conclusions and additional work found during the evaluation.
Chapter 2

Related Work

Several techniques exist for displaying multivariate data, including Scatterplot Matrices, Parallel Coordinates, Pixel-Oriented visualizations, and Glyphs.

2.1 Other Visualizations

2.1.1 Scatterplot Matrices

Many people are familiar with scatterplots. These simple plots are used to compare two dimensional data by plotting points on an $xy$-Cartesian plane. Three dimensional can be compared using a three dimensional scatterplot which would use the $xyz$-Cartesian space instead. For data that has more than three dimensions, these plots must be expanded to a matrix.

A scatterplot matrix is an $n \times n$ matrix that has all the rows and columns...
labeled by the $n$ dimensions (see Figure 2.1). Each cell $(i, j)$ in the matrix is a scatterplot with the $i^{th}$ dimension on the $y$-axis and the $j^{th}$ dimension on the $x$-axis. Because this matrix has all $n$ dimensions on the rows and columns, the matrix is symmetric across the diagonal. This means that the cell $(j, i)$ is the same scatterplot as $(i, j)$ except which of the two axes the dimensions are on [3].

Scatterplot matrices work well for comparing a large number of records and dimensions. However, these matrices only provides information about how two dimensions relate. Comparing three dimensions requires an understanding about how all three dimensions relate to the other two dimensions.
2.1.2 Parallel Coordinates

Parallel Coordinates creates a new coordinate system to represent n-dimensional objects [1]. This is done by placing each of the n-dimensions parallel to the y-axis, or the x-axis for horizontal axes, and evenly spacing them along the x-axis (see Figure 2.2), or the y-axis if using horizontal axes. This creates a new coordinate system in the xy-plane that has n axes perpendicular to the x-axis. Each axis $x_i$ is a dimension in the n-dimensional space.

![Figure 2.2: Parallel Coordinates of 7 dimensions with 200 records](image)

In [7], Inselberg and Dimsdale look at the dimensions $x_i, x_{i+1} \in \mathbb{R}^n$ with a distance of $d$ between $x_i$ and $x_{i+1}$ (see Figure 2.3). The line $x_{i+1} = mx_i + b, m < \infty$ is a series of points, $A$, which are represented by the collection of lines $\overline{A}$ in parallel coordinates. When $m \neq 1$, the lines in $\overline{A}$ intersect
at the point $(d \div (1 - m), b \div (1 - m))$ with respect to the $xy$-Cartesian coordinates. Conversely, in the $x_i x_{i+1}$-projective plane the ideal point with slope $m$ is mapped into the vertical line at $x = d \div (1 - m)$ of the $xy$-projective plane. This result gives a duality between points in $n$-dimensional space and polygonal lines in parallel coordinates.

This duality means that a point $C$, with coordinates $(c_1, c_2, c_3, ..., c_n)$, is represented by a polygonal line with $n$ vertices at $(i - 1, c_i)$ on the $x_i$-axis. Because each axis in parallel coordinates represents a 1D projection of the data set, clustering is easily seen [4]. Separation along an axis shows a view of isolated clusters.

Parallel Coordinates handles data sets with several dimensions and a moderate number of data records well. However, this technique becomes crowded and difficult to understand when the data set has hundreds of dimensions or a large number of data records.

2.1.3 Pixel-Oriented

Pixel-Oriented visualizations represent each record in the data set by a pixel. Due to the limited rendering area, this type of visualization has a limit on the size of the data set being visualized. Because of this limitation, these visualizations attempt to use the maximum number of pixels while still presenting an understandable picture.
Figure 2.3: Point-line duality from [7]. Used without permission
Screen-Filling Curve Techniques

Screen-filling visualizations are based on the space-filling curves of Peano [18] and Hilbert [6]. By creating a continuous curve that passes through every point of a regular region of space they are able to maximize the number of data points that can be shown. These were primarily used to study recursion and produce pictures, although researchers have begun to use clustering properties of these curves to index spatial databases [2]. Space-filling curves map both dimensions into one dimension, which optimizes storage and the processing of two-dimensional data. This mapping preserves the spatial locality of the original two-dimensional image.

Visualizing multivariate data that has been sorted by one variable has the problem of mapping a one-dimensional distribution of data onto the two dimensions of the screen. Space-filling curves handle this issue also since data that are close together in the one-dimensional ordering are likely to be close together in the two-dimensional representation [9, 8, 11]. This may allow for discovery of patterns in the data that may not be noticeable.

The Peano and Hilbert curves are both recursive visualizations that fill squares of size \((2^i, 2^i)\) for \(i = 0 \ldots \text{max-level}\). A pattern of size \((2^i, 2^i)\) will have four subpatterns each with size \((2^{i-1}, 2^{i-1})\), and the orientation of these subpatterns will change.
Figure 2.4: Peano-Hilbert Curve of stock information from [9]. Used without permission
Recursive Pattern

The Recursive Pattern [10, 9] technique uses a back-and-forth arrangement to recursively display data records. This technique draws a number of points on three lines. The lines are first drawn from left to right then right to left and lastly left to right. All the points in the S shaped object contains another level of the recursion.

For example, Figure 2.5 shows three levels of recursion in a fully recursive arrangement. The highest level is shown by the numbered positions. Each of the numbered positions represents the next level of recursion which is made of a series of S objects that change from a light gray to black. All the S objects

![Figure 2.5: Recursive Pattern of 3-Dimensions from [10]. Used without permission](image-url)
objects in this level are actually the lowest level of the recursion.

![Diagram](image-url)

Figure 2.6: Line-by-line loop from [10]. Used without permission

This visualization allows the user to control the number of points each line contains. This is done by changing the width and height of different levels to produce a new shape. In Figure 2.5 level $i$ has $(w_i, h_i) = (3, 3)$ for $i = 1 \ldots 3$. In contrast Figure 2.6 shows the same dataset but has $(w_1, h_1) = (3, 3)$, $(w_2, h_2) = (3, 1)$ and $(w_3, h_3) = (1, 7)$.

For some types of data, such as time-series data, varying the width and height to certain numbers may give better results. If the data has been collected a few times a day over a period of a few weeks it may be beneficial to set $(w_1, h_1)$ to $(3, 3)$ and $(w_2, h_2)$ to $(3, 7)$. Level 1 would then represent a day and level 2 would represent a week. If the collection is continued over a few months then the user could expand the second level or add new levels to represent weeks and months.
2.1.4 Glyphs

Glyphs are icons that represent one record of the data set. Each dimension is mapped to one feature and the value determines some aspect of the feature. Two commonly used glyphs are Chernoff Faces [5] and Star Glyphs [22]. Like Pixel-Oriented visualizations, glyphs suffer from a lack of space to display all the records.

Chernoff Faces

This form of glyph uses the human’s ability to recognize small differences in faces to create a powerful visualization. Each dimension is mapped to a part of the face, such as the nose or the eyes, and the shape or size is determined by the value of that dimension. Records that are similar would look the same, thus allowing for a simple and quick way to recognize clusters. It is also argued that analysis is done in parallel, which facilitates the efficient recognition of patterns [13].

Star Glyphs

Star Glyphs are based on whisker plots which have a central point and \( n \) lines, or whiskers, emanating from the central point. Each line represents one dimension of the data set whose value determines the length. The difference between whisker plots and star glyphs is the ends of adjacent lines are connected to each other [13]. Recognizing clusters is simple with star glyphs since they will all have similar shapes.
2.2 Comparison of 2D and 3D Visualizations

A few comparisons of two and three dimensional visualizations, such as [26], [27], [15] and [23], exist. Springmayer et al. [24] showed that two-dimensional visualizations are used to find precise relationships while three-dimensional visualizations are used for qualitative understanding and presenting ideas to others.

Figure 2.7: 2D display of aircraft and ships in a space from [23]. Used without permission.

Some studies have compared the conventional two-dimensional displays used in flight control of airports and military bases to three-dimensional displays [23]. The three-dimensional version (see Figure 2.2) displayed models of aircraft and ships, while they were represented by icons in the two-
dimensional version (see Figure 2.2). Altitude and pitch were provided in an analog and digital manner. The analog manner showed a white line from each icon and model to the land underneath. When an icon or model is selected, the altitude and pitch is shown to the user for the selected item.

![3D display of aircraft and ships in a space](image)

Figure 2.8: 3D display of aircraft and ships in a space from [23]. Used without permission.

The comparisons found that two-dimensional visualizations perform better than three-dimensional visualizations in tasks such as flight management. There was some ambiguity in the analog pitch that prevented users from knowing the pitch. These studies also found that a constant display of the third dimension provided enough information for users to complete tasks quicker than without the information.
Chapter 3

Methodology

The goals of this thesis are to:

- Improve memory usage for dimensional stacking
- Experiment with extending dimensional stacking to three dimensions to improve understanding and scalability

3.1 Improving Memory

To accomplish the goal of improving memory usage, an efficient method of storing information about each bin was needed. Each bin has a unique string of numbers that determines where in the stacking it belongs. For example, Figure 3.1 shows four dimensions and a single bin. This bin is located at \( <2, 4, 1, 3 > \) which represents the second division of the \( x \)-axis (second red column), fourth division of the \( y \)-axis (fourth red row), first subdivision (first
green column in the second red column), and the third subdivision (third green row in the fourth red row). Because we want to store information about each bin, this string of numbers makes an ideal identifier for a bin. Having a unique identifier for every bin in the visualization suggests an efficient method of storing information about each bin is to utilize a hashing function [28].

![Figure 3.1: Highlighted bin at \(<2, 4, 1, 3>\)](image)

The purpose of the hashing function \(h(x)\), is to convert a key \(x\) to an index of an array. This function must be able to produce every value between 0 and \(t - 1\), the size of the array. Commonly the value of \(t\) is a prime number, which practice has shown to work better [17]. For \(h(x)\) to remain in the 0..\(t\) range the function needs to use the modulo operator, making \(h(x) = x \mod t\).

Keys to the hashing function must also be unique. Since the application
stores information about each bin, a unique key would be the string of numbers that represents the location in the data cube. There are two methods of hashing strings: reducing the string to a string of bits and converting to a single integer number [20] [21].

Converting the string of numbers to a single integer and performing a modulus operation was the method chosen to convert each string. This allows for the use of a simple formula, \( h(x) = \sum_{i=0}^{n-1} s_i \cdot 2^i \), that takes each number \( s_i \) and converts it to an intermediate value. To reduce the number of collisions, a slightly different function can be used. This function replaces \( s_i \cdot 2^i \) with \((s_i \cdot 2^i \% t)\) producing the hashing function \( h(x) = (\sum_{i=0}^{n-1} (s_i \cdot 2^i \% t)) \% t \).

Figure 3.2 shows two bins being mapped to locations in the array. Using the string \(<2, 4, 1, 3>\), making \( t = 11 \), as input to \( h(x) \) produces the
following results:

\[ h(<2, 4, 1, 3>) = ((2 \times 1)\mod 11 + (4 \times 2)\mod 11 + (1 \times 4)\mod 11 + (3 \times 8)\mod 11)\mod 11 \]

\[ h(<2, 4, 1, 3>) = (2 + 8 + 4 + 2)\mod 11 \]

\[ h(<2, 4, 1, 3>) = 5 \]

Now performing the same computation on the string \(<3, 1, 1, 2>\) gives the following index:

\[ h(<3, 1, 1, 2>) = ((3 \times 1)\mod 11 + (1 \times 2)\mod 11 + (1 \times 4)\mod 11 + (2 \times 8)\mod 11)\mod 11 \]

\[ h(<3, 1, 1, 2>) = (3 + 2 + 4 + 5)\mod 11 \]

\[ h(<3, 1, 1, 2>) = 3 \]

From this example it is obvious that the size of the array used must be large to avoid collisions. The hash table size, \(t\), must be at least as large as the number of items being stored. When the load factor, the ratio of the number of occupied locations to the size, increases above a certain threshold the size of the table is increased to improve performance. By reducing the load factor, the chance of a collision is reduced also.

Increasing the total size of the hash table takes is a costly event, since every record must be updated to a potentially new location. To avoid performing this operation often, a simple method is used to find the new size,
doubling the previous size. This however now produces a a non-prime size which is not as efficient as a prime number. If the properties of a prime number are desired, using the next prime could be used but at the cost of potentially using more space than needed.

Though a hash table has the potential to use more memory than an array, the average data set will not require the use of every bin. In fact, dense data sets has a higher potential for records to belong to the same bin. Because the hash table does not store every record this allows for a smaller table. In this case the hash table will require less memory than an array.

Another advantage is the improvement over finding information about a record. Searching for a match in an array requires $O(\log n)$ operations while finding a match in a hash table requires $O(1)$ operations. This computational savings offsets the unused space in the hash table.

### 3.2 Extending to 3D

The traditional view of dimensional stacking is a two dimensional mapping of data values to rectangles. Extending this technique to three dimensions creates a mapping of data values to rectangular volumes that may occlude each other. To handle this problem, volume rendering techniques were applied.

Several techniques exist for performing volume rendering [14] [16] [19]. One class of techniques, called ray-casting [16], produces a two dimensional representation of the volume. The general idea of these techniques is to cast a
series of rays from the virtual camera through every pixel in the view. When a ray hits an object, it sets the opacity based on the time the hit happened. Sampling each pixel is necessary for determining the color of a pixel because it may be not filled, partially filled or completely filled. This sampling of pixels increases the number of rays needed to draw the representation.

These techniques produce a true representation and allows for a fine degree of control over rotation and zooming. However, it takes several seconds to produce this representation. This fact prevents its use in an interactive application. Some techniques for speeding up the rendering exist, such as fast voxel approximation [14], but produce a blocky representation. Because an accurate representation is more important than an interactive program, this increase in speed is insufficient.

The technique used to render the rectangular volumes was to create a transparency value based upon the distance from the camera to the center of the volume. These transparency values ranged between zero, or completely transparent, to one, completely opaque. This means the closer to the camera, the more transparent the rectangular volume will be, and the further from the camera, the more opaque it will be. This prevents volumes close to the camera from occluding volumes behind it.

To properly analyze the data a user needs to be able to move about and zoom into a portion of the data cube. Techniques for interacting with object are broken into two categories: direct and indirect. Direct interaction is accomplished by manipulating the cube with the mouse, while indirect would
manipulate the cube through a separate control. Neither direct or indirect manipulation performs better than the other, but many people prefer one over the other.

This application uses indirect controls for allowing the user to interact with the application. Figure 3.3 shows the control panel from NLand. The four controls in the roll-out labeled Translations allow the user to rotate the data cube, move the camera down each axis, and reset the view to the standard one. Zooming is accomplished by moving the camera closer to the origin.

On the side of the main visualization are three standard views of the data cube. Figure 3.4 shows the $xy$ face (top), $yz$ face (middle), and the $zx$ face (bottom). These cube faces provide information about relationships between the dimensions on the two axes in that face. Allowing the user three points of reference helps in locating areas of interest. These side views also allow the user to recenter the camera when clicked on.

In an effort to support datasets where values map to the same bin, each volume is colored corresponding to the number of data values in that bin. This allows the user to know the density of a volume and provides more information to the user. Since users will not know what the different colors mean, a legend (see Figure 3.5) is provided. This legend also shows which dimensions are mapped to an axis. The dimension names are color-coded to the axis it is dividing and indented to show what it is subdividing.
Figure 3.3: Control panel from NLand
Figure 3.4: Three static views along the $x$, $y$ and $z$ axes
Figure 3.5: Legend provided explaining colors and mappings
Figure 3.6: NLand with example dataset
Chapter 4

Results

4.1 Usability Study

In order to determine if the three dimensional version of dimensional stacking has any benefits over the current two dimensional version, a comparative study was performed. This was done by giving users a set of tasks to complete in both versions. Comparing the accuracy and speed of each user between the tasks provides information about any benefits of the visualization.

Prior to being given the tasks, users were given a tutorial with both XmdvTool and NLand (see Appendix A.1). This tutorial covered how each axis is divided, what a bin is, and how data is mapped to a bin. Users were also provided an opportunity to use XmdvTool and NLand and to ask questions.

To limit the bias introduced by a learning curve, users saw different ver-
sions first. However the tasks that users were asked to perform were kept in a fixed ordering. The three tasks (see Appendices A.2 and A.3) were ordered based on difficulty. This works with the learning curve to reduce frustration and helps the user learn to interpret the visualization.

The data set used was the top two hundred baseball players ranked by the number of at bats during the 2007 baseball season. There was seven dimensions to the data:

- Number of games played in
- Number of at bats
- Number of runs scored
- Number of hits
- Number of home runs
- Number of runs batted in
- Batting average

The range for each dimension was determined by taking the minimum and maximum of each dimension. This spreads each record more evenly across the visualization instead of bunching them together in one corner.

The first question looked for a relationship between dimensions on the major axes of both visualizations. The other two tasks asked the user to
find a player: one of the best players and one of the worst. Because the best player had similar statistics as one other player, this question came second.

To help users who were unfamiliar with baseball, some clues were provided in each task’s question. The second task asked the user to find the player that leads the league in home runs and runs batted in and also has the most runs. Though these clues are subtle, they help users gain a sense of where to look in the visualization.

After each user finished the tasks, they were given a questionnaire (see Appendix ??) about the three dimensional version. This questionnaire has ten questions that ask the user to circle their ability on a one (easy) to seven (hard) ordinal scale. Following these questions are some preference and suggestion questions to find areas of improvement.

Thirteen users participated in the usability study. Of this thirteen, five was female and eight were male. One user was an expert in data visualization, eight users had some experience and four had no experience. Six users had received a bachelor degree, six other users had a master degree, and the last user had completed high school. The median age of the users was twenty six with a mean of twenty nine. One user was color challenged.

4.2 Study Results

Looking at the times to complete each task gives evidence about places where NLand has made an improvement over XmdvTool. Figure 4.1 shows a scat-
terplot of the times to complete the first task, shown in Table B.1 (see Appendix B.1). This plot shows no correlation between a user’s ability to see a relationship in either program. However, in general, it took less time to see the positive linear relationship between games and at bats in the three dimensional version.

![Figure 4.1: Scatterplot of Task 1 times (in minutes)](image)

Except for one user, all users were able to see a positive relationship between the number of games played and the number of at bats over the season. The fastest users used their previous knowledge of baseball to answer this task, which may have skewed the data.

Table B.2 (see Appendix B.1) shows the times to complete the second task. The plot of these times is found in Figure 4.2, which shows a few
outliers in both the two and three dimensional times. Ignoring these it is
easy to see two small clusters of times at (2.00, 2.00) and (4.00, 5.00). These
clusters are close to the line $y = x$ which indicates that these clusters have
users with similar times for completing each task. The cluster at (4.00, 5.00)
is above the line which shows that the three dimensional task took slightly
less time to complete.

![Q2 Times](image)

Figure 4.2: Scatterplot of Task 2 times (in minutes)

Three users were able to correctly locate the bin containing the described
player in the three dimensional version. However, eight users were able to
limit the potential bins to two bins but chose the wrong one. The other two
users randomly guessed that the player was in a bin located in the center of
the cube. A similar thing happened in the two dimensional version; however
the ability to see the median value of a bin (shown below the visualization) in XmdvTool allowed a user to choose correctly between the bins.

Task 3 times (see Table B.3 in Appendix B.1) have a similar linear appearance. However, this plot (see Figure 4.3) shows that almost all users completed the task faster in the two dimensional version. This shows that there was no improvement in the user’s ability to perform this in the three dimensional version.

![Figure 4.3: Scatterplot of Task 3 times (in minutes)](image)

Only two users were able to locate the player in the three dimensional version. Most users did not have any insight to begin their search and randomly guessed as to the location of the player. This was not the case for the two dimensional version, again because users were able to check their
answers by looking at the median value of the bin.
Chapter 5

Conclusions

Looking at the comparisons between the two versions of dimensional stacking, it is clear that there is no statistically significant difference. This may be due to a general lack of understanding about the visualization. Without fully understanding how the visualization works it is difficult to understand where to begin looking for trends in data that is two or three levels deep.

Another reason for this may have been the tasks the users were performing. Many users had difficulty understanding what the numbers represented and where to look. Because XmdvTool displays the median value for the bin under the cursor, all users used this to find the bin that was closest to the data provided. This was a frequent comment during the usage of NLand.

Every user would use the three static views to recenter the data cube based upon the data provided. A hybrid version, with two static views, may be interesting to consider. Each static view would use the dimensions from
either the $x$-axis or the $y$-axis in a two dimensional stacking. The additional information from this dimensional partitioning may prove useful for seeing trends in two subsets of the dimensions.

Adding additional grid lines would help users to know the division of each axis better. This aids in comprehension and allows the user to properly see the size of a bin. However, in the three dimensional version, these grid lines are part of the cube representation. Drawing all the possible grid lines for a small number of dimensions produces a cube of lines that adds significant clutter. However, drawing only the first division of each axis does not provide enough information for analysis.

Allowing the user to control how many levels of grid lines to draw would provide a method for balancing the amount of information shown and the clutter of the lines. In addition to this control, the grid lines for each level should be colored according to its depth. This gives the user a tool for knowing exactly where in the stacking a bin is located. It also provides visual information about the cardinality of the dimensions whose grid lines are shown.

Additional control over the color and transparency of bins is also needed. Currently the user has no control over which bins are displayed. Adding a control that filters out bins outside some range would allow for better analysis.

In addition to filtering out bins, the user should be able to see some of the structure of the $n$-dimensional space. When a user clicks on a bin,
the selected bin and any bins within a certain distance in n-space could be highlighted. Because there may be one or more bins below the mouse, a system for disambiguating which bin is currently “under” the mouse is needed.

This disambiguation helps also in another improvement. While the cursor is above an occupied bin, information about that bin should be presented to the user. Information such as the actual data records, ranges for the bin and the median value is the type of data that should be displayed. This addition will aid comprehension and give feedback to the users.

The mouse also should control rotation, movement along an axis, and zooming while over the display. This became apparent when several users attempted to rotate and zoom using the mouse and not the controls provided. Providing interactions that are more natural to a user helps to reduce the learning curve and increase comprehension.
Appendix A

Usability Study

A.1 Tutorial

Speech for beginning the usability study:

Welcome! During the next 45 minutes you are going to use a 3-dimensional visualization called Dimensional Stacking. First we are going to introduce you to a simpler version of this visualization in order for you to become familiar with this type of visualization.

This is what Dimensional Stacking looks like in 2-dimensions. Each of the X and Y axes are repeatedly subdivided in a manner to produce a grid of bins, or small rectangles, that either contain data or do not. An axis is divided by the dimension with the fastest speed, largest number of divisions, and then each of those divisions are subdivided by the next fastest dimension.

For example in this dataset the fastest dimension is ft_police which breaks the X axis into for 4 pieces. The next fastest dimension is unemp which divides the Y axis into four parts. Now we divide the X-axis again but this time we divide each of the four divisions of ft_police are broken into four pieces of manu_workers. This repeated
partitioning of both the X and Y axes is continued until there are no more dimensions.

Do you understand how the axes are divided?

Ok, now I will explain what a bin is and how it becomes filled.  

A bin is the smallest rectangle formed by the subdivision of the axes. Each bin has one particular set of numbers that defines where in the stacking it belongs. For example the set of numbers 2, 4, 1, 3, 2, 1, 3, represents the bin at the second division of X and the fourth division of Y. The next two numbers, 1 and 3, represent the first subdivision of X, and the third subdivision of Y. What do you think the 2 and 1 represent? Can you find this bin in the graph in front of you?

The data is also broken into partitions based upon the speed of the dimension. For example if a dimension had a minimum value of 0 and a maximum value of 10 and a speed of 5 then a value of 4 would be in the third partition of this dimension. Remember that each bin has a particular set of numbers that represents it. Well a data point can be made into this set of numbers by finding which partition of its dimension it belongs to. This means a bin is filled only if there are one or more data values that produce its set of numbers.

Now that you have been given a brief tutorial on how to read and understand Dimensional Stacking, do you have any questions? If not you can use this version until you feel comfortable.

Now we can introduce you to the 3-dimensional version of Dimensional Stacking.

This version is just like the 2-dimensional one, but
instead the dimensions divide three axes instead of two and each bin still has a unique set of numbers that indexes it. Do you have any questions on this version before we go over the basic interactions?

The panel on the right is your control panel, it allows you to move the camera along each of the axes, rotate the cube, reset the view and change the speed of a dimension. You can also move the camera along each of the axes using WS, AD, QE. The left side of the visualization contains a static view of three faces of the cube, the XY, YZ, and ZX. If you click on one of these faces the cube will be repositioned to the view.

Changing the speed of a dimension has the potential to change the order of the dimensions so a legend describing the various colors and which axis a dimension is subdividing has been provided.

Do you have any questions on any of the controls? If not then feel free to use this version until you are comfortable with this version.

Now that you are ready to begin I will explain the procedure. You are going to be asked to perform several tasks and your goal is to do this quickly and accurately.
A.2 Two-Dimensional Tasks

In the 2-dimensional version please do the following task and answer the questions.

Describe any relationship that exists, if any, between games and at_bats.

I lead the league in home runs with 54 and runs batted in with 156. I also have the most runs with 143. Find me. How many other players have similar stats?

I had 378 at bats this season. I also had 16 home runs and an average of .259. In my defense though, I only played in 98 games. Find me. How many players have similar stats?
A.3 Three-Dimensional Tasks

In the 3-dimensional version please do the following task and answer the questions.

Describe any relationship that exists, if any, between games and at_bats.

I lead the league in home runs with 54 and runs batted in with 156. I also have the most runs with 143. Find me. How many other players have similar stats?

I had 378 at bats this season. I also had 16 home runs and an average of .259. In my defense though, I only played in 98 games. Find me. How many players have similar stats?
### A.4 Questionnaire

On a scale of 1 to 7 where 1 is easy and 7 is difficult, rate your ability to perform the following tasks.

<table>
<thead>
<tr>
<th>Task</th>
<th>Easy</th>
<th>Difficult</th>
</tr>
</thead>
<tbody>
<tr>
<td>Find the bin that a particular data point maps to?</td>
<td>1</td>
<td>2 3 4 5 6 7</td>
</tr>
<tr>
<td>Find a cluster of data points?</td>
<td>1</td>
<td>2 3 4 5 6 7</td>
</tr>
<tr>
<td>Read the visualization?</td>
<td>1</td>
<td>2 3 4 5 6 7</td>
</tr>
<tr>
<td>Move cube around to see various angles?</td>
<td>1</td>
<td>2 3 4 5 6 7</td>
</tr>
<tr>
<td>Zoom in and out of the cube?</td>
<td>1</td>
<td>2 3 4 5 6 7</td>
</tr>
<tr>
<td>Reposition the cube to a standard view?</td>
<td>1</td>
<td>2 3 4 5 6 7</td>
</tr>
<tr>
<td>Distinguish the number of data points in a single in?</td>
<td>1</td>
<td>2 3 4 5 6 7</td>
</tr>
<tr>
<td>Change the ordering of how axes are divided?</td>
<td>1</td>
<td>2 3 4 5 6 7</td>
</tr>
<tr>
<td>Understand relationships in the data?</td>
<td>1</td>
<td>2 3 4 5 6 7</td>
</tr>
<tr>
<td>Use the application?</td>
<td>1</td>
<td>2 3 4 5 6 7</td>
</tr>
</tbody>
</table>
Please explain any difficulties you had with this visualization.

Please explain any suggestions on how to improve the visualization.

What did you like about the application? What did you dislike?
Did you enjoy using the application? Were the interactions with the application intuitive and understandable?

Please explain any other comments you may have.
Appendix B

Study Data

B.1 Task Completion Times

<table>
<thead>
<tr>
<th>2D Time</th>
<th>3D Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.19</td>
<td>0.54</td>
</tr>
<tr>
<td>2.44</td>
<td>2.43</td>
</tr>
<tr>
<td>8.07</td>
<td>1.40</td>
</tr>
<tr>
<td>4.52</td>
<td>2.45</td>
</tr>
<tr>
<td>2.35</td>
<td>1.55</td>
</tr>
<tr>
<td>4.00</td>
<td>1.05</td>
</tr>
<tr>
<td>0.42</td>
<td>0.55</td>
</tr>
<tr>
<td>2.42</td>
<td>0.21</td>
</tr>
<tr>
<td>0.58</td>
<td>2.45</td>
</tr>
<tr>
<td>2.44</td>
<td>0.37</td>
</tr>
<tr>
<td>1.46</td>
<td>8.55</td>
</tr>
<tr>
<td>2.55</td>
<td>2.02</td>
</tr>
<tr>
<td>1.04</td>
<td>2.00</td>
</tr>
</tbody>
</table>

Table B.1: Time to complete Task 1
<table>
<thead>
<tr>
<th>3D Time</th>
<th>2D Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.51</td>
<td>3.49</td>
</tr>
<tr>
<td>2.42</td>
<td>2.42</td>
</tr>
<tr>
<td>3.01</td>
<td>14.12</td>
</tr>
<tr>
<td>5.57</td>
<td>5.24</td>
</tr>
<tr>
<td>5.06</td>
<td>4.14</td>
</tr>
<tr>
<td>5.39</td>
<td>4.12</td>
</tr>
<tr>
<td>3.46</td>
<td>2.16</td>
</tr>
<tr>
<td>2.09</td>
<td>2.10</td>
</tr>
<tr>
<td>5.34</td>
<td>4.16</td>
</tr>
<tr>
<td>10.42</td>
<td>1.18</td>
</tr>
<tr>
<td>7.03</td>
<td>2.26</td>
</tr>
<tr>
<td>12.19</td>
<td>1.04</td>
</tr>
<tr>
<td>4.25</td>
<td>0.37</td>
</tr>
</tbody>
</table>

Table B.2: Time to complete Task 2

<table>
<thead>
<tr>
<th>2D Time</th>
<th>3D Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.36</td>
<td>2.30</td>
</tr>
<tr>
<td>4.23</td>
<td>3.38</td>
</tr>
<tr>
<td>4.10</td>
<td>0.00</td>
</tr>
<tr>
<td>6.47</td>
<td>9.05</td>
</tr>
<tr>
<td>4.16</td>
<td>6.11</td>
</tr>
<tr>
<td>1.03</td>
<td>4.01</td>
</tr>
<tr>
<td>4.12</td>
<td>5.20</td>
</tr>
<tr>
<td>5.05</td>
<td>6.45</td>
</tr>
<tr>
<td>3.26</td>
<td>3.42</td>
</tr>
<tr>
<td>3.54</td>
<td>6.42</td>
</tr>
<tr>
<td>4.07</td>
<td>10.14</td>
</tr>
<tr>
<td>2.06</td>
<td>3.13</td>
</tr>
<tr>
<td>1.36</td>
<td>4.12</td>
</tr>
</tbody>
</table>

Table B.3: Time to complete Task 3
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