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ABSTRACT

Medical images have been used increasingly for diagnosis, treatment planning, monitoring disease processes, and other medical applications. A large variety of medical imaging modalities exists including CT, X-ray, MRI, Ultrasound, etc. Frequently a group of images need to be compared to one another and/or combined for research or cumulative purposes. In many medical studies, multiple images are acquired from subjects at different times or with different imaging modalities. Misalignment inevitably occurs, causing anatomical and/or functional feature shifts within the images. Computerized image registration (alignment) approaches can offer automatic and accurate image alignments without extensive user involvement and provide tools for visualizing combined images.

This dissertation focuses on providing automatic image registration strategies. After a thorough review of existing image registration techniques, we identified two registration strategies that enhance the current field: (1) an automated rigid body and affine registration using voxel similarity measurements based on a sequential hybrid genetic algorithm, and (2) an automated deformable registration approach based upon a linear elastic finite element formulation. Both methods streamlined the registration process. They are completely automatic and require no user intervention.

The proposed registration strategies were evaluated with numerous 2D and 3D MR images with a variety of tissue structures, orientations and dimensions. Multiple registration pathways were
provided with guidelines for their applications. The sequential genetic algorithm mimics the pathway of an expert manually doing registration. Experiments demonstrated that the sequential genetic algorithm registration provides high alignment accuracy and is reliable for brain tissues. It avoids local minima/maxima traps of conventional optimization techniques, and does not require any preprocessing such as threshold, smoothing, segmentation, or definition of base points or edges.

The elastic model was shown to be highly effective to accurately align areas of interest that are automatically extracted from the images, such as brains. Using a finite element method to get the displacement of each element node by applying a boundary mapping, this method provides an accurate image registration with excellent boundary alignment of each pair of slices and consequently align the entire volume automatically.

This dissertation presented numerous volume alignments. Surface geometries were created directly from the aligned segmented images using the Multiple Material Marching Cubes algorithm. Using the proposed registration strategies, multiple subjects were aligned to a standard MRI reference, which is aligned to a segmented reference atlas. Consequently, multiple subjects are aligned to the segmented atlas and a full fMRI analysis is possible.
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1 INTRODUCTION

In recent years medical images are used increasingly in healthcare and medical research. Within healthcare they are used for diagnosis, treatment planning, monitoring disease progression, and other applications. Within medical research (especially neuroscience) they are used to investigate disease processes and understand normal development and ageing. There are numerous medical imaging modalities that delineate anatomy or morphology. These modalities include X-ray, CT (computed tomography), MRI (magnetic resonance imaging), US (ultrasound), portal images, and video sequences obtained by various catheter scopes such as laparoscopy and laryngoscopy, and others. Among all these, MRI is a noninvasive method for producing three-dimensional (3D) tomographic images of an interested part of body. MRI is most often used for the detection of tumors, lesions, and other abnormalities in soft tissues, such as the brain.

1.1 Motivation

Computer-aided techniques are the dominant mode for analyzing and visualizing magnetic resonance images. Many researchers are focused on detecting and quantifying brain abnormalities. In many of these studies, multiple images are acquired from subjects at different times (longitudinal studies) and often with different imaging modalities. These images need to be compared and/or combined to one another or amongst multiple subjects or patients (Figure 1-1), or compared to different modalities (Figure 1-2). Many current clinical practices involve printing the images onto radiographic film and viewing them (side-by-side) on a light box. This comparison strategy requires total user involvement and has significant, serious constraints.
Computerized approaches offer potential benefits, particularly by accurately aligning and quantifying the information in the different images, and providing tools for visualizing the combined images. A critical stage in this process is the alignment or registration of the images, which is the main topic of this dissertation (Figure 1-3).

![Figure 1-1 High field MRI of rat brains](www.insightMRI.com)

**Figure 1-1**  High field MRI of rat brains  
Top: two MRI slices of rat 1  
Bottom: two MRI slices of rat 2  
Source: [www.insightMRI.com](http://www.insightMRI.com)
The process of registration, which is also referred to as image fusion, superposition, matching or simply alignment, is based on a systematic sequence of operations that transform an image of one modality to another image of the same or different modality. Once spatially aligned comparisons can be made and differences/similarities quantified, the image registration process maps each point in one image onto the corresponding point in the other image.

1.2 Goals

The primary goal of this dissertation is to develop efficient automatic methods for medical image registration. Examples and results are presented using rat brain MRI anatomies obtained through collaborative studies with the University of Massachusetts Medical School, human breast images from our investigations with the Thayer School of Engineering, Dartmouth College, and human brain images from Insight MRI [21]. However, these methods are not restricted to these image sets, neither are they restricted to MR images.
Figure 1-3  A few basic operations for affine image registration

- Translate
- Rotate
- Scale (squeeze)
1.3 Methodology

Two major registration methods are introduced in this dissertation. One is a grayscale registration based on the Genetic Algorithm (GA) methodology. It can apply numerous rigid body through affine parameter options culminating into a 4x4 homogeneous transformation matrix. The second strategy uses a nonlinear registration via an elastic finite element model that warps one image onto another.

1.4 Dissertation overview and scope

This dissertation is subdivided into the following chapters:

Chapter 2: Background, includes a full review of the available image registration methods in the area.

Chapter 3: Genetic algorithm for registration, describes a set of registration algorithms based on the optimization of a similarity measurement, using genetic algorithm.

Chapter 4: Linear elastic model, describes a contour-based linear elastic registration using a finite element model.

Chapter 5: Addresses strategies to align 3D volume sets.

Chapter 6: Presents numerous results for 2D and 3D registrations.

Chapter 7: Concludes the dissertation by summarizing the work and suggests future work in relation to observed results.
2 BACKGROUND

Researchers need accurate information obtained from different radiological images for diagnosis, treatment and basic science. The most widely used application of medical image registration is aligning tomographic images, which are two dimensional slices obtained from three-dimensional space by blurring out the images from other planes. Applications of image registration include combining images of the same subject from different modalities, aligning temporal sequences of images to compensate for motion of the subject between scans, image guidance during interventions and aligning images from multiple subjects in cohort studies. In many cases, current registration algorithms can automatically register images via rigid body transformations if tissue deformation is not an issue. Numerous non-rigid registration algorithms exist that can compensate for tissue deformation, or align images from different subjects, albeit not automatically. Substantial progress in automatic or semi-automatic non-rigid and/or elastic registration algorithms have occurred in the last decade [5][11]. However, many registration problems remain unsolved, such as accuracy of alignment [33] [38] [39] [43][48][49][61], level of automation [36][52][55][70], computational expenses [27][29], and the tradeoff among these factors [42][44][72], etc. Therefore, medical image registration continues to be an active field of research.

This chapter reviews research that has been done in this area and current registration techniques that have been practically applied. It discusses on some of the most widely used and most
recently published registration algorithms, and afterwards introduces the necessity of the work of this dissertation.

2.1 Medical images

The term “medical image” covers a wide variety of images, with very different underlying physical principles, and very different applications. In this dissertation we primarily consider the main radiological imaging modalities. These include traditional projection radiographs, with or without contrast and subtraction, nuclear medicine projection images, ultrasound images and the cross-sectional modalities of x-ray, computed tomography (CT), magnetic resonance imaging (MRI), single photon emission computed tomography (SPECT) and positron emission tomography (PET) [147]. The last four modalities (CT, MRI, SPECT, PET) are referred as the tomographic modalities. Tomographic modalities are the easiest modalities from the point of view of image registration, because they provide voxel datasets in which the sampling is normally uniform along each axis, though the voxels themselves tend to have anisotropic resolution.[5]

2.1.1 X-ray

X-rays are the oldest and most frequently used form of medical imaging. In an X-ray system, X-rays impinging on the image intensifier are transformed into a distribution of electrons, which produces an amplified light image on a smaller fluorescent screen after acceleration [143][144][145]. The image is observed by a television camera and a film camera and can be stored and viewed on a computer screen (Figure 2-1).
X-ray technologies include planar X-ray such as mammography and chest X-ray (Figure 2-2, 2-3), and computerized tomography (CAT scan or CT). Computerized Tomography (CT) was first invented by Dr. G. N. Housfield in 1971. It produces an image of a cross sectional slice of the body using X-rays technology. The method constructs images from large number of measurements of rotated X-ray transmission through the patient. (Figure 2-4, 2-5)
Figure 2-3  Mammography

www.gsmc.org/images/imaging/imaging_mam1.gif

Figure 2-4  First generation CT with rotating x-ray source and detectors [146]
Nuclear imaging is a use of $\gamma$ (gamma) rays, radionuclides and radiopharmaceuticals in the medical imaging field [146]. Nuclear imaging looks at physiological processes rather than at anatomical structures. In nuclear imaging, short-lived radiopharmaceuticals (radioactive drugs that emit gamma rays and that are attracted to the organ of interest) are injected into a patient's bloodstream (in amounts of picomolar concentrations thus not having any effect on the process being studied) [147]. The half life of these materials is between few minutes to weeks. The time course of the process being studied and the radiation dose to the target are considered. The nuclear camera then, in effect, takes a time-exposure "photograph" of the pharmaceutical as it enters and concentrates in these tissues or organs. By tracing this blood flow activity, the resulting nuclear medicine image tells physicians about the biological activity of the organ or the vascular system that nourishes it. Nuclear imaging has a wide variety of uses, including the diagnosis of cancer, studying heart disease, circulatory problems, detecting kidney malfunction,
and other abnormalities in veins, tissues and organs. Technologies include planar imaging (e.g. bone scan), positron emission tomography (PET) and single photon emission computed tomography (SPECT) [144][146]. (Figure 2-6)

![Whole body nuclear image](image)

2.1.3 Magnetic resonance images (MRI)

Magnetic resonance imaging (MRI) was first described as an imaging technique in 1973 by Paul Lauterbur [134]. Compared to a CT scanner which uses X-rays, a type of ionizing radiation to acquire its images, MRI uses non-ionizing radio frequency signals to acquire its images. It is a non-invasive method used to render images of the inside of an object. Unlike CT, which uses only X-ray attenuation to generate image contrast, MRI has a long list of properties that can be used to generate image contrast. By variation of scanning parameters, tissue contrast can be altered and enhanced in various ways to detect different features. MRI can generate cross-sectional images in any plane (including oblique planes) (Figure 2-7) [144][147].
In the MRI procedure, radiofrequency waves are directed at protons, the nuclei of hydrogen atoms, in a strong magnetic field. The protons are first "excited" and then "relaxed," emitting radio signals that can be computer-processed to form an image. In the body, protons are most abundant in the hydrogen atoms of water – the "H" of \( \text{H}_2\text{O} \) – so that an MR image shows differences in the water content and distribution in various body tissues. Even different types of tissue within the same organ, such as the gray and white matter of the brain, can easily be distinguished. [3]

The slice selection is accomplished by varying the gradient of the magnetic field as a function of position. This causes the linear variation of the proton resonance frequency along with the
position. The MR imaging system uses the frequency encoding and phase encoding to determine the position of each signal within the patient [146].

2.1.4 Functional MRI (fMRI)

fMRI is a technique that measures signal changes in the brain that are due to changing neural activity [134]. The brain is scanned at low resolution but at a rapid rate. Increases in neural activity cause changes in the MR signal via T2* changes. This mechanism is referred to as the BOLD (blood-oxygen-level dependent) effect (Figure 2-8) [144][146][147].

![fMRI data showing brain regions of activation](http://en.wikipedia.org/wiki/Image:FMRI.jpg)

2.1.5 Ultrasound imaging

Ultrasound operates much the same as sonar, using high-frequency sound waves as its imaging source. Ultrasound is the reflection of a sound wave as it collides with the anatomy being studied. The resulting pattern of that reflection is converted into diagnostic information via a hand-held transducer passed over the area being imaged [146].
This medical technology's non-radioactive nature has made it the modality of choice for ob-gyn procedures. In fact, it is most commonly associated with fetal imaging (Figure 2-9). Advances in ultrasound technology have resulted in applications that extend far beyond fetal imaging to include cardiac, vascular and breast imaging, as well as cyst identification and guidance of a variety of surgical and other therapeutic procedures [146].

Ultrasound is also used for other applications such as measurement of blood flow in the blood vessels, etc.

Figure 2-9  Fetus ultrasound

2.2 Image registration

In principle, medical image registration could involve bringing all the information from a given patient, whatever the form, together into a single representation of the individual that acts like a multimedia electronic patient record with implicit information about the spatial and temporal relationship between all the image information [1]. Various data mining strategies and structural characterizations are trying to reach this ideal target [148] [149] [150] [151] [152]. However, the huge variety of spatial and temporal resolutions and fields of view of the different images makes this difficult, and the clinical benefit of such an approach has not yet been demonstrated. No system exists yet that can simply align any two image volumes based on grayscale pixel information robustly and automatically.

2.2.1 Registration methods

There are four general approaches to image registration or alignment problems: manual registration, control-point based registration, edge-based registration, and voxel property based registration.[2][5]

2.2.1.1 Manual registration

The user performs all the alignment work usually with an interactive graphics interface with visual feedback. The accuracy of registration depends on the user’s judgment to match corresponding anatomical features. Registration efficiency (or speed) is mostly based on user’s experience. Table 2-1 shows the manual registration time it took to register two 256x256x12 rat brain MRI volume sets for two skilled users in performing registration and three technically
qualified users. Different users can have different results and the time requirement can vary significantly.

<table>
<thead>
<tr>
<th></th>
<th>SU 1</th>
<th>SU 2</th>
<th>QU 1</th>
<th>QU 2</th>
<th>QU 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>3 min</td>
<td>5 min</td>
<td>32 min</td>
<td>25 min</td>
<td>20 min</td>
</tr>
</tbody>
</table>

2.2.1.2 Control-point based registration

This strategy, also called landmark based registration, is used frequently to find rigid or affine transformations. In landmark based registration, several landmarks (control points) are usually identified interactively by the user. These landmarks can be anatomical, i.e., salient and accurately locatable points of the morphology of the visible anatomy, or geometrical, i.e., points at the locus of the optimum of some geometric property, e.g., local curvature extrema, corners, etc [33][34][35][36][39][40]. The set of identified points is sparse compared to the original image content, which makes for relatively fast optimization procedures (Figure 2-10).

Figure 2-10 Landmarks on Atlas (M4, M5, M6) and subject image (M0, M1, M2)
Landmark based methods are mostly used to find rigid or affine transformations. Anatomical landmarks are also often used in combination with a different registration basis [37][38]: methods that rely on optimization of a parameter space that is not quasiconvex are prone to sometimes get stuck in local optima, possibly resulting in a large mismatch. By constraining the search space according to anatomical landmarks, such mismatches are reduced. Moreover, the search procedure can be sped up considerably. The drawback of a landmark based registration is that user interaction is usually required for the identification of the landmarks.

2.2.1.3 Edge based registration

Edge based registration, also called segmentation based registration, is to extract (segment) anatomical structures from both images and use the segmented images as input for the alignment procedure. Segmentation based registration can be rigid model based or deformable model based [5].

Rigid body model based approaches became popular due to the success of the “head-hat” method introduced by Pelizzari and co-workers [41][42][43], which relies on the segmentation of the skin surface from CT, MR and PET images of the head. A drawback of segmentation based methods is that the registration accuracy is limited to the accuracy of the segmentation step. In theory, segmentation based registration is applicable to images of many areas of the body, yet in practice the application areas have largely been limited to neuroimaging and orthopedic imaging. The methods are commonly automated but the segmentation step is usually performed semi-automatically.
The optimization criterion of deformable model based approaches is different [44][45][46]. It is always locally defined and computed, and the deformation is constrained by elastic modeling constraints imposed onto the segmented curve or surface. The deformation process is always done iteratively, small deformations at a time. Deformable model approaches are based on a template model that needs to be defined in one image. After this, two types of approaches can be identified: the template is either deformed to match a segmented structure in the second image, or the second image is used unsegmented. Opposed to registration based on extracted rigid models, which is mainly suited for intrasubject registration, deformable models are in theory very well suited for intersubject and atlas registration, as well as for registration of a template obtained from a patient to a mathematically defined general model of the templated anatomy (Figure 2-11). A drawback of deformable models is that they often need a good initial position in order to properly converge, which is generally realized by (rigid) pre-registration of the images involved. Another disadvantage is that the local deformation of the template can be unpredictably erratic if the target structure differs sufficiently from the template structure.

(a) Initial alignment  (b) Registered based on a deformable model

Figure 2-11 Axial cut through surfaces overlaid on corresponding MR slice [45]
2.2.1.4 Voxel property based registration

These methods operate directly on the gray-scale images, without prior data reduction by the user or segmentation, also called optimization of a similarity measurement [47] [48] [49] [51] [52] [55]. Genetic algorithm [8] [9] is one of the typical algorithms used for voxel property based registration, which is presented in detail in chapter 3. Mutual information is also a popular approach [52][61][62]. Theoretically these are the most flexible registration methods since they do not start with reducing the grayscale valued image to relatively sparse extracted information, but use all of the available information throughout the registration process. However, these methods have been limited in use of 3D/3D registration by the considerable computational costs [50] [53] [54].

2.2.2 Transformation models

Based on transformation models, registration methods are classified into two main categories: 1. rigid body and affine transformation; 2. deformable transformation.

2.2.2.1 Rigid body and affine transformation

Rigid body and affine transformations overlay one image volume onto another via a 4x4 homogeneous transformation matrix [25] [153].

Translation matrix $Tr$ describes the displacements $[T_x \ T_y \ T_z]$ in x, y, and z directions:

$$Tr = \begin{bmatrix} 1 & 0 & 0 & T_x \\ 0 & 1 & 0 & T_y \\ 0 & 0 & 1 & T_z \\ 0 & 0 & 0 & 1 \end{bmatrix}$$
Rotation matrix $R_y$ describes the rotation about y axis (roll):

$$
R_y = \begin{bmatrix}
\cos \beta & 0 & -\sin \beta & 0 \\
0 & 1 & 0 & 0 \\
\sin \beta & 0 & \cos \beta & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
$$

Rotation matrix $R_x$ describes the rotation about x axis (pitch):

$$
R_x = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & \cos \gamma & \sin \gamma & 1 \\
0 & -\sin \gamma & \cos \gamma & 1 \\
0 & 0 & 0 & 1
\end{bmatrix}
$$

Rotation matrix $R_z$ describes the rotation about z axis (yaw):

$$
R_z = \begin{bmatrix}
\cos \theta & \sin \theta & 0 & 0 \\
-\sin \theta & \cos \theta & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
$$

Scaling matrix $S$ describes the scaling ratios about the origin in x, y, z directions:

$$
S = \begin{bmatrix}
S_x & 0 & 0 & 0 \\
0 & S_y & 0 & 0 \\
0 & 0 & S_z & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
$$
The overall transformation matrix for affine mode is the product of translations, rotations and scalings:

\[
T = Tr \cdot R_y \cdot R_x \cdot R_z \cdot S
\]

\[
T = \begin{bmatrix}
S_x \cos \theta \cos \beta & -S_y \sin \theta \cos \beta & S_z \sin \beta & T_x \\
S_x (\cos \theta \sin \beta \sin \gamma + \sin \theta \cos \gamma) & S_y (\cos \theta \cos \gamma - \sin \theta \sin \beta \sin \gamma) & -S_z \cos \beta \sin \gamma & T_y \\
S_x (\sin \theta \sin \gamma - \cos \theta \sin \beta \cos \gamma) & S_y (\sin \theta \sin \beta \cos \gamma + \sin \gamma \cos \theta) & S_z \cos \beta \cos \gamma & T_z \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

Eq. 2-1
2.2.2.2 Deformable transformation

Deformable (non-affine) transformation algorithms normally either include an initial rigid body or affine transformation [55], or are run based on a surface to surface mapping (segmentation) [44][46][56]. When point landmarks are available, thin-plate splines are often used to determine the transformation. Using intensity-based algorithms, the non-rigid component of the transformation can be determined using a linear combination of polynomial terms [57] [58] or B-spline surfaces defined by a regular grid of control points [11][60]. An effective method for deformable transformation is the finite element method (FEM) [45] [63] [64] [65], which will be discussed in greater detail in chapter 4. It is also possible to mix rigid and non-rigid transformations in the same image [59].

2.2.3 Error evaluation

For all types of image registration, the assessment of registration accuracy is very important. The required accuracy will vary between applications, but for all applications it is desirable to know both the expected accuracy of a technique and also the registration accuracy achieved on each individual set of images. For one type of registration algorithm, point-landmark registration, the error propagation is well understood. For other approaches, however, the algorithms
themselves provide no useful indication of accuracy. The current approach to ensuring acceptable accuracy is visual assessment of the registered images before they are used for the desired clinical or research application. For full-image content based voxel property registration methods, the following paradigms are used in the literature: [2][4]

2.2.3.1 Minimizing intensity difference

One of the simplest voxel similarity measures is the least square method, i.e., the sum of squared intensity differences between images, SSD, which is minimized during registration. For N voxels in $\Omega_{A,B}^T$, the overlap domain of images A and B for a given transformation estimate T, the SSD measure is

$$SSD = \frac{1}{N} \sum_{x \in \Omega_{A,B}} \left| A(x_A) - B^T(x_A) \right|^2$$

where $B^T(x_A)$ is image B transformed into the coordinate space of A. The SSD measure is widely used for intramodality MR registration. It is very sensitive to a small number of voxels that have very large intensity differences between images A and B. This sensitivity can be reduced by using the sum of absolute differences, SAD:

$$SAD = \frac{1}{N} \sum_{x \in \Omega_{A,B}} \left| A(x_A) - B^T(x_A) \right|$$

2.2.3.2 Correlation techniques

The SSD measure makes the implicit assumption that after registration, the images differ only by Gaussian noise. A less strict assumption would be that, at registration, there is a linear relationship between the intensity values in the images. In this case, the optimum similarity measure is the correlation coefficient:
CC = \frac{\sum_{x \in \Omega, y \in \Omega} (A(x) - \bar{A})(B^T(x) - \bar{B})}{\sqrt{\sum_{x \in \Omega, y \in \Omega} (A(x) - \bar{A})^2 \sum_{x \in \Omega, y \in \Omega} (B^T(x) - \bar{B})^2}}

Where \( \bar{A} \) is the mean voxel value in image \( A|_{\Omega, y} \) and \( \bar{B} \) is the mean of \( B^T|_{\Omega, y} \). This similarity measure has been used for intramodality registration [66]. The correlation coefficient can be thought of as a normalized version of the widely used cross correlation measure:

\[ C = \sum_{x \in \Omega, y \in \Omega} A(x) B^T(x) \]

2.2.3.3 Minimization of ratio image uniformity

The ratio image uniformity (RIU) algorithm was originally introduced by Woods et al [67] for the registration of serial PET studies, but has been widely used more recently for serial MR registration, and is available in the AIR registration package from UCLA. The RIU algorithm is most easily thought of in terms of an intermediate ratio image \( R \) comprising \( N \) voxels within \( \Omega^T_{A,B} \) (\( N = \sum_{\Omega^T_{A,B}} 1 \)):

\[ R(x_A) = \frac{A|_{\Omega^T_{A,B}} (x_A)}{B^T|_{\Omega^T_{A,B}} (x_A)} \]

\[ \bar{R} = \frac{1}{N} \sum_{x \in \Omega^T_{A,B}} R(x_A) \]

\[ RIU = \sqrt{\frac{\frac{1}{N} \sum_{x \in \Omega^T_{A,B}} (R(x_A) - \bar{R})^2}{\bar{R}}} \]
2.2.3.4 Maximization of zero crossings in difference image

A difference image is a calculated image based on the voxel difference of two images (Figure 2-16). Difference images are widely used to compare intermodality images and evaluate the quality of deformable registration [11][68][69].

Figure 2-16 Difference Image [154]
(a) Reference  (b) Subject  (c) Subject registered to reference space  (d) Difference image before registration  (e) Difference after registration
There are numerous other strategies to minimize registration error, such as histogram clustering and minimization of histogram dispersion \cite{70}\cite{71}\cite{72}\cite{73}\cite{74}, and maximization of mutual information (relative entropy) of the histogram \cite{75}, etc.

In this dissertation we use the intensity difference to quantify the registration error, because it is simple and reliable. Difference images are also used to help visualizing the elastic registration error.

### 2.3 Proposed registration strategies

In this dissertation we provide two 3D image registration strategies. 1) Genetic algorithm based registration which measures the voxel similarity of two volume sets, and 2) A nonlinear registration using a finite element model for elasticity based on the governing partial differential equations for plane stress.

#### 2.3.1 Genetic algorithm

Genetic algorithms (GAs) have been used to achieve automatic, accurate, and robust image registrations \cite{10}\cite{18}\cite{28}\cite{52}. However, researchers have pointed out that GAs are intrinsically computational expensive. Different approaches have been tried to decrease the cost \cite{27}\cite{29}\cite{53}\cite{80}. In this dissertation we present a sequential registration method to increase its efficiency.
2.3.2 Elastic model

There are numerous elastic registration methods proposed [44][45][46][88][89]. Unlike rigid body transformations that keep the shape of an object, elastic models can map straight lines into curves therefore slightly change the shape of a subject. Therefore, elastic transformation can correct deformations caused by sampling process or imaging techniques. We present an elastic transformation of automatically cropped images. It uses finite element method (FEM) [44][45] to implement registration by applying a boundary mapping [83].
3 GENETIC ALGORITHM FOR REGISTRATION

3.1 Introduction

A genetic algorithm (GA) is a search technique used in computing to find true or approximate solutions to optimization and search problems. Genetic algorithms were formally introduced in the United States in the 1970s by John Holland at University of Michigan. In particular, genetic algorithms work very well on mixed (continuous and discrete), combinatorial problems. They are less susceptible to getting “stuck” at local optima than gradient search methods. But they tend to be computationally expensive. [8][9][14][15]

To use a genetic algorithm, the solution to the problem is represented as a set of chromosomes. The genetic algorithm creates a population of solutions, frequently arbitrary, and applies genetic operators such as mutation and crossover to evolve the solutions in order to find better ones.[10][18]

The advantage of the GA approach is the ease with which it can handle arbitrary kinds of constraints and objectives. All such things can be handled as weighted components of the fitness function, making it easy to adapt the GA scheduler to the particular requirements of a very wide range of possible overall objectives.
3.2 Genetic algorithm

Based on the principle of Darwinian natural selection, there are three basic biological operators on the population:

3.2.1 Selection

Selection is the stage of GA to select the individuals from the population for reproduction. The principle of selection is based on the fitness of individual. The individual genomes with higher fitness values are chosen from a population for later reproduction.

There are several generic selection algorithms. Certain selection methods rate the fitness of each solution and preferentially select the best solutions. However, if the fitness evaluation is time consuming some GA strategies rate only a random sample of the population. A typical algorithm can be implemented as follows:

1. The fitness function is evaluated for each individual, providing fitness values;
2. The population is sorted by descending fitness values;
3. Select the individuals with a fitness value that is higher than a given constant, or select a certain number (or percentage) of individuals that have higher fitness values.

3.2.2 Crossover

Crossover is one of the two main operators at the reproduction stage of a genetic algorithm. It is an analogy to biological crossover, by exchanging some chromosomes of parents at the crossover point to generate new individuals.
Numerous strategies exist for the crossover procedure. Figure 3-1 depicts a few options.

**One point crossover:** A crossover point on the parent organism string is selected. All data beyond that point in the organism string is swapped between the two parent organisms. [108]

**Two point crossover:** Two point crossover calls for two points to be selected on the parent organism strings. Everything between the two points is swapped between the parent organisms, rendering two child organisms. [105]

**“Cut and splice” crossover:** “Cut and splice” approach results in a change in length of the children strings. The reason for this difference is that each parent string has a separate choice of crossover point. [109]

**Uniform crossover:** A crossover that decides (with some probability – known as the mixing ratio) which parent will contribute each of the gene values in the offspring chromosomes. This
allows the parent chromosomes to be mixed at the gene level rather than the segment level (as with one and two point crossover) [106][107][112][113]. For some problems, this additional flexibility outweighs the disadvantage of destroying building blocks.

Consider the following two parents which have been selected for crossover:

Parent 1: 1 1 0 0 1 0 1 0
Parent 2: 0 0 1 0 0 1 1 1

If the mixing ratio is 0.5, approximately half of the genes in the offspring will come from parent 1 and the other half will come from parent 2. Below is a possible offspring after uniform crossover, subscripts indicating which parent each gene is from:

Child 1: 1 1 0 2 1 2 0 1 0 2 1 1 1 2
Child 2: 0 2 1 1 0 1 0 2 1 1 1 2 0 1

**Arithmetic crossover:** A crossover operator that linearly combines two parent chromosome vectors to produce two new offspring according to the following equations [53][54]:

\[
\text{Offspring}_1 = a \times \text{parent}_1 + (1-a) \times \text{parent}_2 \\
\text{Offspring}_2 = (1-a) \times \text{parent}_1 + a \times \text{parent}_2
\]

where “a” is a random weighting factor (chosen before each crossover operation).
Consider the following two parents (each consisting of four float genes) which have been selected for crossover:

Parent1: (30) (20) (5) (7.4)

Parent2: (35) (15) (3) (5.6)

If a=0.3, then the following two offspring would be produced:

Offspring1: (33.5) (16.5) (3.6) (6.14)

Offspring2: (31.5) (18.5) (4.4) (6.86)

Heuristic crossover: A crossover operator that uses the fitness values of the two parent chromosomes to determine the direction of the search [110][111]. The offspring are created according to the following equations:

Offspring1 = BestParent + r*(BestParent – WorstParent)

Offspring2 = BestParent

where r is a random number between 0 and 1.

It is possible that Offspring1 will not be feasible. This can happen if r is chosen such that one or more of its genes fall outside of the allowable upper or lower bounds. For this reason, heuristic crossover has a user settable parameter (n) for the number of times to try and find an r value that results in a feasible chromosome. If a feasible chromosome is not produced after n tries, the WorstParent is returned as Offspring1 [111].
3.2.3 Mutation

Mutation is the other main operator at the reproduction stage of a genetic algorithm, used to maintain genetic diversity as the generations evolve [134]. It is analogous to biological mutation. The classic example of a mutation operator involves a probability that an arbitrary chromosome changes from its original state during formation of the new individual. This probability should usually be set fairly low. If it is set to high, the search will turn into a primitive random search. The mutation rate is independent of the size of the population. Some literature says 0.01 is a good first choice for mutation rate [114], while more suggest 1/n (n is the number of chromosomes of an individual) produces good results 0. Most systems are not sensitive to reasonable changes in mutation rate, therefore an increase in the mutation rate gives only an insignificant acceleration of the search [160][161]. What is critical is that the mutation exists in the process and it is not applied at high frequency.

The purpose of mutation in GAs is to allow the algorithm to avoid local minima by preventing the population of chromosomes from becoming too similar to (or cloning) each other, thus slowing or even stopping evolution. This reasoning also explains the fact that most GA systems avoid only taking the fittest of the population in generating the next but rather a random (or semi-random) selection with a weighting toward those that are fitter.

3.2.4 Fitness function

In the process of GA selection, a fitness function that quantifies the optimality of a solution (a genome) is used to rank all the population. Optimal genomes are allowed to breed, producing a new generation that will hopefully improve the fitness level.
An ideal fitness function correlates closely with the algorithm’s goal, and is computed quickly. Speed of execution is very important, as a typical genetic algorithm must be iterated many, many times in order to produce a usable result for a non-trivial problem.

### 3.2.5 Why GA

GAs are computational models of natural evolution in which stronger individuals are more likely to be the winners in a competitive environment. Besides their intrinsic parallelism, GAs are simple and efficient for optimization and search.

The main advantage of the GA approach for image registration is that pre-alignment between images is not necessary to guarantee a good result. However, GA is a stochastic method and generally time-consuming [156].

GAs have been applied to image registration problems before [10][18][28][52][157], and recently some range image registration algorithms based on GA were proposed [27] [156] [158], in order to improve performance or to decrease the computational cost. We present in this chapter a GA that works for 3D image registration more efficiently in a few aspects: 1) it avoids parents cloning; 2) instead of discarding all parents, our algorithm includes the better parents in ranking the offspring, to achieve a better result; 3) instead of applying all chromosomes for different degrees of freedom at the same time, our GA algorithm is sequentially applied [53][54], thus saves the computational time significantly. The sequential process of GA registration imitates the pathway of a manual image alignment performed by a professional – in-plane
shifting and rotation in the axial orientation followed by out-of-plane adjustments and maybe a small amount of scaling. Building these attributes into the GA registration provides a much improved system.

The three most important aspects of using genetic algorithms are: (1) definition of the objective function, (2) definition and implementation of the genetic representation, and (3) definition and implementation of the genetic operators. Beyond these basic definitions, different variations could be applied to improve performance[155][156], find multiple optima[10][18][105], or parallelize the algorithms[27][29][158]. Once these three components have been defined, the genetic algorithm is reasonably complete.

![Flowchart of genetic algorithm](image)

**Figure 3-2** Flowchart of genetic algorithm
Figure 3-2 shows the general workflow of a genetic algorithm, which is described as follows:

1. Generate an initial population. For our system a random population of individuals is created among the multi-dimensional search space;

2. Evaluate the fitness of initial population. Sum of absolute difference (SAD) pixel intensities was selected as the fitness function (cost function) for our registration process;

3. Repeat the following natural selection operation until the termination measure is satisfied:
   (a) the selection process identifies individuals as the parents based on their fitness to participate in the reproduction;
   (b) the selected parents’ chromosomes are intermixed (crossover) to create new individuals;
   (c) the mutation factor, albeit infrequent, is applied at this stage to an offspring;
   (d) evaluate the fitness of current population including the parents and new individuals, and update the population based on the fitness while preserving the size of population;
   (e) once the termination criteria are satisfied (program converged), the best individual evolved from the population is selected. If not, return to step (a) and repeat the process.

### 3.3 Implementation

This section presents the implementation of GA for registration used to register MR images. The MR images have come from five sources: a) rat brain images using a fast-spin echo on a 4.7T Bruker magnet system from the University of Massachusetts Medical School, b) breast images using a 1.5T GE Magnet, c) a reference human brain image with high resolution from NIH visible human project, and d) human brain images from Insight MRI.
Figure 3-3 describes the general synopsis of our implementation of GA registration. Prior to the GA registration, there is an optional step of image preprocessing. This preprocessing can be applied to a sub window of the main region of interest, or using some cropping technique [81], or other segmentation strategies to extract the interesting features (e.g., the skull). After the optional preprocessing, a sequential GA algorithm computing the parameters of the transformation is achieved based on genetic algorithm, which mitigated the time consuming problem of a simultaneous 8 chromosome GA strategy. Following the GA registration process, subsequent operations such as image interpolation or reconstruction can be implemented for different purposes.
3.3.1 Preprocessing

Based on the registration results of more than 8 sets of rat brain images and more than 4 breast images, the GA algorithm works well on original grayscale images. However, cropped or segmented volumes can achieve better results due to the reduced alignment spans. For brain images, the real region of interest for the rat studies is the brain, not the cranium or skull. Figure 3-4 shows that although two rat brains are aligned, the surrounding material can vary and trying to align the entire image might compromise the real region of interest. Therefore, before starting the GA registration process, some cropping strategies can be applied for identifying the region of interest, such as sub window (Figure 3-4d) or cropped image (Figure 3-4f) using a mask (Figure 3-4e) [81], etc. No system exists that can crop automatically for any geometry, but it is not a necessary requirement. As long as an algorithm crops “close” to the target or the cropped image includes most of the target area, the GA registration is implemented more on the interested area than the surrounding material, therefore provides a better optimization. The optimized transformation parameters will then be applied to the entire image.
Figure 3-4  Brain MRI and the surrounding material
(a) Rat brain A; (b) Rat brain B; (c) Rat brain B superimposed on brain A. The blue curve surrounds the brain, and green indicates the outline of surrounding material of brain A and red indicates the outline of B; (d) A sub window that contains most part of the brain, if not all; (e) Mask; (f) Cropped image based on a mask;

3.3.2 GA registration

3.3.2.1 GA parameters

Our GA starts with creating an initial population of 20 parents. Each parent can have up to 8 chromosomes, one for each affine transformation parameter identified in matrix T in Eq.2-1,
except that the scaling in slice direction is determined by the header information of reference and
subject images. This initial population is based on a random assignment of each chromosome
within the specified range of that chromosome. For example Tx and Ty were both set within +/- 30%
of the lineal span whereas θ within +/- 30 degrees, etc. These chromosomes constructed the
T matrix which was applied to the subject image. We used the sum of absolute difference (SAD,
as described in chapter 2) as cost function on the transformed subject image compared to
reference image to evaluate (rank) each individual M matrix. The top ranked 50% of the
population were selected to be a parent. Their mates were a random selection from within this
top 50% group, disallowing cloning. Our crossover function was a random percentage (X) and
(1-X) of each chromosome for parent A and B, respectively. The mutation factor was $\frac{1}{n^2}$,
where n is the number of chromosomes of each individual, introduced about every 30
generations [162]. The range of the mutated chromosome was the full spectrum of that
parameter space, i.e. +/- 180 degrees for a rotation chromosome, providing a genetic offspring
frequently outside the normally considered parameter boundaries.

3.3.2.2 Different registration heuristics

The original parents plus the offspring (creating a population size twice the original) were ranked.
The top 50% of the original population size (not current population) were retained for subsequent
generations. In this mode, if an original parent has a high ranking that genome can continue to
produce in subsequent generations. Numerous GA implementations discard all the parents and
rank only the offspring [10][18][80][162]. However, we have achieved better results including
the parents within the ranking.
The GA was applied to MRI images of rat brains, human brains and breasts. The experimental rats used are Sprague-Dawley rats. This rat species is the overwhelming species used in research testing. Consequently, the size and shape of the rat brain is very consistent. The general pathway for manual alignment is to image the subject in an axial orientation, which is the dominant orientation of commercial rat-brain atlases. Therefore, the dominant component of registration is in-plane rotation and translation. Out-of-plane rotation might also be needed but the rotation angle is always small. A small scaling might be required too, but in many cases not (Figure 3-5).

This strategy was also tested on human brains and breasts. Results showed it is valid for human brain MRIs too but it didn’t work nearly as well on breast images. Details will be illustrated in section 3.4.
Figure 3-5  Registration components

(a) Initial misalignment: gray: reference; iron: subject  
(b) Subject is translated to match reference  
(c) Translated subject is rotated in plane to get a better alignment  
(d) A small scaling ‘might’ be applied, but perhaps not  
(e) Sagittal view of the alignment  
(f) A small out-of-place rotation may be required
3.3.2.2.1 In-plane registration applied to the whole volume

As described in the introduction, there are five transformation parameters for in-plane transformation: in-plane displacements $T_x, T_y$ and axial rotation $\theta$, and scaling factors $S_x$ and $S_y$, that constructs the three chromosomes of each of the parents in GA algorithm. The $4 \times 4$ transformation matrix is:

$$
T = \begin{bmatrix}
S_x \cos \theta & \sin \theta & T_x & 0 \\
-\sin \theta & S_y \cos \theta & T_y & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
$$

Eq. 3-2

These five chromosomes can be applied either simultaneously or in a sequential mode of an initial rigid body transform followed by the two scaling factors. A single slice (usually the middle slice in the subject) is registered to the reference and the transformation matrix is applied to all slices.

3.3.2.2.2 Individual slice transformations

The five parameters are applied to each slice individually resulting in $N$ transformation matrices, one for each of the $N$ slices, thus form the registered $N$-slice volume.

3.3.2.2.3 3D non-rigid body transformation

The 9 transformation parameters for 3D non-rigid body registration are: displacements in $x$, $y$ and $z$ directions $T_x, T_y,$ and $T_z$, rotations about $z$, $y$ and $x$ axes $\theta, \beta$ and $\gamma$, and scaling factors in $x,$
y and z directions $S_x, S_y$ and $S_z$. Among these 9 parameters, $S_z$ can be determined directly from the reference and subject header information. The other 8 parameters form the 8 chromosomes in the genetic algorithm. The $4 \times 4$ transformation matrix:

$$
T = \begin{bmatrix}
S_x \cos \theta \cos \beta & -S_y \sin \theta \cos \beta & S_z \sin \beta & T_x \\
S_z (\cos \beta \sin \gamma + \sin \theta \cos \gamma) & S_y (\cos \theta \cos \gamma - \sin \theta \sin \beta \sin \gamma) & -S_z \cos \beta \sin \gamma & T_y \\
S_z (\sin \theta \sin \gamma - \cos \theta \sin \beta \cos \gamma) & S_y (\sin \theta \sin \beta \cos \gamma + \sin \gamma \cos \theta) & S_z \cos \beta \cos \gamma & T_z \\
0 & 0 & 0 & 1
\end{bmatrix}
$$

Eq. 3-3

3.3.2.2.4 Sequential steps of registration

The 8 chromosome GA registration is an extremely time consuming process, as shown in Table 3-1. In order to save computer resources and make the process computationally faster, we have implemented a strategy of sequential steps of registration.

<table>
<thead>
<tr>
<th>Table 3-1 Quality of GA alignment on different images</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA Quality = $(\frac{(\text{orig} - \text{GA})}{(\text{orig} - \text{GS})} \times 100%)$</td>
</tr>
<tr>
<td>Rat Brain</td>
</tr>
<tr>
<td>GS</td>
</tr>
<tr>
<td>GA</td>
</tr>
</tbody>
</table>

Select a mid-slice 2D image and align it to the atlas using only in-plane translations and rotation. Generally the user manually positions the two images so that they are ‘centered’ and in-plane rotated appropriately. Subsequently, in-plane scaling is performed. The images are rotated to
the sagittal orientation and a rotation applied about the left-right axis which aligns the head-to-tail component. A translation in the slice direction is applied to match the subject/reference in the sagittal orientation. Finally, the images are rotated to the coronal orientation and a rotation applied about the superior-inferior axis.

A skilled user can align these 3D volume sets manually without frequent iterations of the sequential steps (Table 3-2). We have followed this sequential pattern observed with manual registration to our GA implementation. The sequential parameter group process has reduced the final 3D registration time significantly making it suitable for an automated alignment strategy. In summary, the sequential registration can be performed in 4 steps:

Step 1: Alignment in axial orientation
This process is executed with a 2D rigid body registration (translations and rotations in the axial plane). As stated previously, the scaling factor is considered a minor effect given the uniformity of rat brain’s tissue properties. Therefore, a rigid body match can be a good initial guess of the final transformation. More importantly, it reduces the computing time significantly.

Step 2: In-plane scaling factors
Once the error is minimized via the 3-parameter GA alignment, an in-plane scaling is applied as a final correction factor in the registration process. The constant of GA scaling parameters is real numbers from 0 to 2.
Step 3: Translation in the slice direction

Step 4: rotation in the sagittal and coronal orientations

Rotations in the sagittal and coronal orientations can be very small. Once this final step is finished, the subject volume is aligned to the reference with an affine transformation matrix.

3.3.2.3 Cost function

The basic cost function we used is the sum of absolute difference (SAD) pixel intensities between the two images. For a reference image R and subject S with dimension of $M \times N$ (usually M and N are even numbers), if the intermediate transformed image matrix is $S^T$, then the cost function is:

$$SAD = \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} |S^T_{ij} - R_{ij}|$$

3.3.3 Image reconstruction

Once the proper transformation matrix M is found by GA algorithm, the new coordinates of each pixel in the subject are calculated. For 2D images or in-plane registration, the new coordinates of pixel $(x, y)$ are:
\[
\begin{bmatrix}
  x^* \\
  y^* \\
  1
\end{bmatrix} = T \cdot \begin{bmatrix}
  x \\
  y \\
  1
\end{bmatrix}
\]

Where \( x^* \) and \( y^* \) are the new coordinates for pixel value of \((x, y)\) in the new image, and \( T \) is defined in Eq. 3-2.

For 3D transformation,

\[
\begin{bmatrix}
  x^* \\
  y^* \\
  z^* \\
  1
\end{bmatrix} = T_3 \cdot \begin{bmatrix}
  x \\
  y \\
  z \\
  1
\end{bmatrix}
\]

where \( T_3 \) is defined in Eq. 3-3.

### 3.4 A sample result

In order to analyze the performance of GA registration, a user-friendly interface was designed for the registration package (Figure 3-6). This package includes all the GA registration strategies discussed in the previous section.
Figure 3-6  Registration package

(a) 2D rigid body  (b) 2D affine  (c) 3D rigid body  (d) 3D affine  (e) Sequential
Top frame: registration type

For user to choose one from the five exclusive GA methods;

Middle frame: user specifies reference and subject images.

The package takes sdt/spr raw files as the standard image type. Filename.sdt is the binary image data and Filename.spr stores the ascii header information, such as the pixel resolution, world coordinate spacing, etc. Other image formats can be converted to sdt/spr via some medical image processing software, such as MIVA (a package for Medical Image Visualization and Analysis) [32]. Once the header file is read in, pixel size of the image is shown on the interface.

In order to enhance the GA performance, users can specify transformation parameters based on experience. Or, the interface gives the default parameter settings as follows: in-plane translation Dx and Dy are restricted within +/- one third of the image’s pixel size, out-of-plane translation Dz is restricted within +/- one slice. In-plane rotation angle is restricted within +/- 60 degrees, out-of-plane rotation +/- 5 degrees. For affine registration, scaling factors are between 0.5 to 2, which means the image can be shrunk to half the original size or expanded to twice. Also, user can specify the following GA parameters or take the defaults that the interface provides: population, maximum iteration number, mutation rate, etc.

Bottom frame: output
After choosing the output file name for the registered subject, user can go ahead and hit “Register” to run GA registration. On average, it takes about 4 minutes to run a 2D rigid body registration of a $256 \times 256$ image. 3D affine may be extremely slow but the sequential registration takes shorter, generally within 15 minutes for a volume with the dimension of $256 \times 256 \times 12$.

![Figure 3-7: GA registration applied on human brains](image)

3D MR images of rat brains, human breasts, and human brains were used as testing examples. Results showed good alignments for rat brains and human brains, but the quality for breast alignments is poor, as shown in Figure 3-7, 3-8. Figure 3-7 also shows that the registration
algorithm provides a better alignment on cropped images that contain only the interested region – brain (Figure 3-7 e, f). Table 3-1 lists the average registration accuracy of each image species compared to gold standard (manual registration performed by skilled user). These results will be examined in detail in Chapter 6. All tests were implemented on a Pentium 4 PC with the configuration of 1.8 GHz and 1G Ram on Windows XP OS.

![Image](image1.png)

Figure 3-8     GA registration applied on breast images

a) Original alignment

b) Alignment by GA
Two 256×256 slices (Figure 3-9a) were registered by the GA registration. The whole registration process is achieved in an average of 15 seconds. Three chromosomes applied are translations in x and y direction and rotation about z. GA parameter constraints were automatically set as [-40 40] pixels for translation in both directions and [-30 30] degrees for rotation. The result was compared with that of AIR (Automated Image Registration) package, as shown in Figures 3-9(b)(c). The alignment differences were graphically indistinguishable.

3.4.1 Simultaneous 3D non-rigid body registration

A simultaneous 3D non-rigid body registration was executed on two volumes of 256×256×12. GA parameter constraints were based upon the volume dimensions: [-40 40] pixels for in-plane translation, [-2 2] slices for axial translation, [-30 30] degrees for in-plane rotation and [-2.5 2.5] degrees in rotation in the sagittal and coronal views (Figure 3-10).
3.4.2 Sequential 3D non-rigid body registration

This GA registration approach was also applied on two MRI volumes with dimensions 256×256×12. GA parameter constraints were automatically based upon the volume resolution and intensity. The parameter constraints used for our particular examples were: [-40 40] pixels for in-plane translation, [-2 2] slices for axial translation, [-30 30] degrees for rotation about z and [-2.5 2.5] degrees about x and y. The secondary scaling range was [0 2] for in-plane adjustments. Figure 3-11 displays the initial misalignment and the registered subject using GA techniques. Pre-cropping technique was applied here too (Figure 3-11a). The alignment was again compared with the result of AIR. Although AIR performed the registration with speeds up to twice as fast, it required pre-threshold settings to get results comparable to our GA system. Additionally numerous test examples failed to converge using AIR whereas the GA approach attained in average 96% agreement with the gold standard registration (manual registration) for all test cases. Table 3-2 shows the registration results based on intensity errors (SAD) compared with the gold standard (GS). The GA registration method has an average accuracy of 96.5%
relative to the gold standard, and the sequential GA can fasten the simultaneous GA by 30% in average.

![Figure 3-11 Initial misalignment of volumes and volumes registered by sequential GA](image)

a) original volumes  
b) GA aligned volumes

3.5 Discussion

One of the greatest benefits of GA algorithm is the lack of a required quality start location. However, if a certain region of the image is of more interest, then an image pre-cropping can enhance the registration accuracy (Figure 3-4). We cropped some MRI volumes of the brain and comparison showed the GA provided excellent alignments with quantified error values less than those recorded for manual registration. The process is independent of user experience and interruption.

The advances of our GA approach include: a) retention of high ranked parents in the natural selection process; b) incorporating a mutation avenue that prevents cloning; c) introduction of sequential GA routine to mimic those sequences of skilled manual alignments to save computing time.
Table 3-2  Comparison of GA registration with other registration methods

(Time: minutes   Accuracy: \(\frac{(orig - reg)}{(orig - GS)} \times 100\%\))

<table>
<thead>
<tr>
<th></th>
<th>R-A</th>
<th>R-B</th>
<th>R-C</th>
<th>R-D</th>
<th>R-E</th>
<th>H-A</th>
<th>H-B</th>
</tr>
</thead>
<tbody>
<tr>
<td>GS</td>
<td>CPU time</td>
<td>8</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Manual</td>
<td>CPU time</td>
<td>30</td>
<td>22</td>
<td>25</td>
<td>25</td>
<td>28</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>99.8%</td>
<td>100%</td>
<td>99.7%</td>
<td>98%</td>
<td>97%</td>
<td>97%</td>
</tr>
<tr>
<td>AIR</td>
<td>CPU time</td>
<td>30</td>
<td>25</td>
<td>27</td>
<td>Failed</td>
<td>33</td>
<td>Failed</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>97.4%</td>
<td>98%</td>
<td>96.7%</td>
<td>N/A</td>
<td>98.6%</td>
<td>N/A</td>
</tr>
<tr>
<td>GA1</td>
<td>CPU time</td>
<td>8</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>97.4%</td>
<td>97.7%</td>
<td>96%</td>
<td>93.5%</td>
<td>95.4%</td>
<td>92%</td>
</tr>
<tr>
<td>GA2</td>
<td>CPU time</td>
<td>350</td>
<td>280</td>
<td>290</td>
<td>360</td>
<td>350</td>
<td>500</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>97.4%</td>
<td>97.7%</td>
<td>96%</td>
<td>93.5%</td>
<td>95.4%</td>
<td>92%</td>
</tr>
<tr>
<td>GA3</td>
<td>CPU time</td>
<td>150</td>
<td>100</td>
<td>135</td>
<td>105</td>
<td>130</td>
<td>295</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>97.4%</td>
<td>97.7%</td>
<td>96%</td>
<td>93.5%</td>
<td>95.4%</td>
<td>92%</td>
</tr>
<tr>
<td>GA4</td>
<td>CPU time</td>
<td>70</td>
<td>45</td>
<td>60</td>
<td>45</td>
<td>50</td>
<td>130</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>97.7%</td>
<td>97.7%</td>
<td>96.5%</td>
<td>94%</td>
<td>96.7%</td>
<td>94.5%</td>
</tr>
</tbody>
</table>

GS – gold standard, performed by skilled user in registration
Manual – performed by technically qualified user, but not an expert at registration
AIR – performed by AIR package (Automated Image Registration)
GA1 – in-plane rigid body Genetic Algorithm with 3 chromosomes on one slice, applied to all slices
GA2 – in-plane rigid body Genetic Algorithm applied on each slice with 3 chromosomes followed by two scaling factors, N transformation matrices applied individually on each of the N slices
GA3 – affine transformation with 8 chromosomes applied simultaneously to the whole volume set
GA4 – Genetic algorithm, 8 chromosomes applied sequentially
4 LINEAR ELASTIC MODEL

4.1 Introduction

In order to make reliable analyses and diagnoses for longitudinal studies or composite studies of multiple image subjects, alignment of subjects to a reference is required. Numerous medical image registration strategies have been developed \[2\][5]. Rigid body or affine registration produces a 4x4 homogeneous transformation matrix to align two or more images. However, this strategy does not allow for non-uniform or differential deformations within the image domain. A finite element representation of the image set offers numerous opportunities for alternative alignments \[63][44][45]. In this chapter we present a method that performs cropping \[81\], finite element mesh deployment \[87][116\], application of a plane-strain elastic formulation \[82][83\] to align subject slices to reference slices. The process is automatic, reliable and does not require user intervention.

4.2 Deformable transformation

Unlike rigid body or affine transformations that alters the shape of a subject with a 4x4 uniform transformation matrix; deformable transformation (Figure 4-1) does not have a uniform transformation matrix. With deformable transformation, pixels in the same image can be moved in various directions in different scales (Figure 4-2). Therefore, the shape of a subject can be changed to account for localized soft tissue deformation (such as female breasts and human lungs), sampling process or imaging techniques.
4.2.1 Deformable models

Deformable object modeling has been studied in computer graphics for more than thirty years [117], across a range of applications. In computer-aided design and computer drawing applications, deformable models are used to create and edit complex curves, surfaces, and solids. Computer aided apparel design uses deformable models to simulate fabric draping and folding.
Deformable models have been used to segment images and to fit curved surfaces to noisy image data \cite{170,171,172}. Deformable models have been used in animation and computer graphics, particularly for the animation of clothing, facial expression, and human or animal characters. Finally, surgical simulation and training systems demand both real-time and physically realistic modeling of complex, non-linear, deformable tissues \cite{118}.

Deformable models can be classified as: non-physical and physical models \cite{117}. Non-physical models are purely geometric techniques particularly used in design. Physical models use some sort of physical principles to compute the shapes or motions of deformable objects.

4.2.1.1 Non-physical models

One type of non-physical model is splines and patches. In order to numerically describe curves and surfaces, designers use a small vector of numbers (or control points) such as B-splines (Figure 4-3) and $\beta$-splines \cite{119} to represent planar and 3D curves and use related 2D patches for specifying surfaces. In these representations, the curve or surface is represented by the set of control points.

![Figure 4-3 A cubic B-spline curve based on control points $p_1, p_2, p_3$ and $p_4$](image)

\[58\]
Another type of non-physical model is the free-form deformation (FFD) 0. Instead of changing the shape of an object by adjusting individual control points, FFD changes the shape by deforming the space in which the object lies, through a mapping function \( f: \mathbb{R}^3 \rightarrow \mathbb{R}^3 \). [123][124]

Non-physical methods (purely geometric) for modeling deformation are limited by the expertise and patience of the user. Deformations must be explicitly specified and the system has no knowledge about the nature of the objects being manipulated. Although these methods have some advantages, the increased computing power and graphics capabilities have steered the designers to use physically based methods for modeling.

4.2.1.2 Physical models

4.2.1.2.1 Mass-spring models

Mass-spring systems are one technique that has been used widely for modeling deformable objects [125][126]. An object is modeled as a collection of point masses connected by springs in a lattice structure (Figure 4-4). The spring forces can be linear or nonlinear for tissues such as human skin that exhibit inelastic behavior. The equations of motion for the entire system are assembled from the motions of all the mass points in the lattice:

\[
M\ddot{x} + C\dot{x} + Kx = f
\]

Where \( M, C, K \) are the \( 3N \times 3N \) mass, damping, and stiffness matrices, and vector \( f \) is a \( 3N \) dimensional vector representing the total external forces on the mass points.
Mass-spring systems are a simple model with well understood dynamics. They are easy to construct, and can be animated at fast rates [117]. However, mass-spring models have some drawbacks [127]. The discrete model is a significant approximation of the true physics that occurs in a continuous body. Certain constraints are not naturally expressed in the model. Also, sometimes large spring constants are used to model objects that are nearly rigid and have poor stability, requiring the numerical integrator to take small time steps, which tremendously slows down the computing process [128].

4.2.1.2.2 Continuum models and finite element methods (FEM)

Mass-spring models start with a discrete object model, while more accurate physical models treat deformable objects as a continuum: solid bodies with mass and energies distributed throughout. The full continuum model of a deformable object considers the equilibrium of a general body
acted on by external forces. The object deformation is a function of these acting forces and the object’s material properties. The object reaches equilibrium when its potential energy is at a minimum.

It should be pointed out here that deformable models can be discrete or continuous but the computational methods used for solving the models in computer simulations are ultimately discrete. Finite element method (FEM) is the most popular method [130][131][132][133] used to find an approximation for a continuous function that satisfies some system equilibrium [134]. In FEM, the continuous object is divided into elements joined at discrete node points. A function that solves the equilibrium equation is found for each element. The solution is subject to constraints at the node points and the element boundaries so that continuity between the elements is achieved [117]. The following paragraphs illustrate how a FEM is used to solve a typical 2D plane strain linear elasticity problem, where the strain in the z direction is assumed to be zero.

4.2.1.2.3 Theory of 2D plane strain linear elasticity [131]

Figure 4-5 Displacement of P to P' by displacement subvectors u and v
First, define a 2D displacement field \((u,v)\), where \(u\) is the displacement in \(x\) direction and \(v\) the displacement in \(y\), as shown in Figure 4-5.

Consider zero external force, the system equilibrium equation is:

\[
\sum F = 0
\]

Based on this system equilibrium, normal stress \(\sigma_x, \sigma_y\) and shear stress \(\tau_{xy}\) have the following equilibrium:

\[
\frac{\partial \sigma_x}{\partial x} + \frac{\partial \tau_{xy}}{\partial y} = 0
\]

\[
\frac{\partial \tau_{xy}}{\partial x} + \frac{\partial \sigma_y}{\partial y} = 0
\]

Eq. 4-1

Meanwhile, we have normal and shear strains:

\[
\varepsilon_x = \frac{\partial u}{\partial x} \quad \varepsilon_y = \frac{\partial v}{\partial y} \quad \gamma_{xy} = \gamma_{yx} = \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x}
\]

According to Hooke’s law,

\[
\sigma_x = E\varepsilon_x + \nu\sigma_y \quad \text{Eq. 4-2}
\]

\[
\sigma_y = E\varepsilon_y + \nu\sigma_x \quad \text{Eq. 4-3}
\]

Where \(E\) is the material’s Young’s modulus and \(\nu\) its Poisson’s ratio. Substitute Eq. 4-2 into Eq. 4-3:

\[
\sigma_y = E\varepsilon_y + \nu(E\varepsilon_x + \nu\sigma_x)
\]

After reorganizing we get:

\[
\sigma_y = \frac{E}{1-\nu^2} (\varepsilon_y + \nu\varepsilon_x)
\]

Eq. 4-4
Similarly

\[ \sigma_x = \frac{E}{1 - \nu^2} (\varepsilon_x + \nu \varepsilon_y) \]  \hspace{1cm} \text{Eq. 4-5} \\

Note that

\[ \tau_{xy} = G \gamma_{xy} \]

\[ E = 2G(1 + \nu) \]

Where \( G \) is the shear modulus.

Assume plane strain: \( \varepsilon_x = \gamma_{xz} = \gamma_{zx} = 0 \),

Substitute Eq. 4-4 and 4-5 into Eq. 4-1, we get

\[ \frac{E}{1 - \nu^2} \left( \frac{\partial^2 u}{\partial x^2} + \nu \frac{\partial^2 v}{\partial y \partial x} \right) + G \left( \frac{\partial^2 u}{\partial y^2} + \frac{\partial^2 v}{\partial x \partial y} \right) = 0 \]

\[ G \left( \frac{\partial^2 u}{\partial x \partial y} + \frac{\partial^2 v}{\partial x^2} \right) + \frac{E}{1 - \nu^2} \left( \nu \frac{\partial^2 u}{\partial x \partial y} + \frac{\partial^2 v}{\partial y^2} \right) = 0 \]

Simplify these two equations we get the elastic equilibrium equations in terms of displacement:

\[ \frac{\partial^2 u}{\partial x^2} + \nu \frac{\partial^2 v}{\partial y \partial x} + \frac{1 - \nu}{2} \left( \frac{\partial^2 u}{\partial y^2} + \frac{\partial^2 v}{\partial x \partial y} \right) = 0 \]

\[ \frac{\partial^2 v}{\partial y^2} + \nu \frac{\partial^2 u}{\partial x \partial y} + \frac{1 - \nu}{2} \left( \frac{\partial^2 u}{\partial x \partial y} + \frac{\partial^2 v}{\partial x^2} \right) = 0 \]  \hspace{1cm} \text{Eq. 4-6} 

4.2.1.2.4 Solve elastic equations using FEM

In order to solve \( u \) and \( v \) in Eq. 4-6, triangular finite elements are built within the object.

1) Develop a FEM sequence for a two degree of freedom problem with an unspecified trial function into governing equation, i.e.
\[
\begin{align*}
\mathbf{u} \equiv \hat{U} &= \sum_{j=1}^{n} U_j N_j \\
\mathbf{v} \equiv \hat{V} &= \sum_{j=1}^{n} V_j N_j
\end{align*}
\]

Where

\( n \) – Number of nodes in system (or, locally, in element)

\( U_j \) – Unknown coefficients to be determined, which are not a function of space

\( N_j \) – User specified basis function, which are a function of space, but not a function of time

2) Substitute for \( u \) and \( v \) of Eq. 4-6 the approximations defined in step 1 and multiply them by a weight function \( W = \sum_{i=1}^{n} W_i \), then integrate over the domain and force it to zero:

\[
\begin{align*}
\left\langle \frac{\partial^2 N_j}{\partial x^2} W_i \right\rangle U_j + v \left\langle \frac{\partial^2 N_j}{\partial x \partial y} W_i \right\rangle V_j + \frac{1-v}{2} \left\langle \left( \frac{\partial^2 N_j}{\partial y^2} \right) W_i \right\rangle U_j + \frac{1-v}{2} \left\langle \left( \frac{\partial^2 N_j}{\partial x \partial y} \right) W_i \right\rangle V_j = 0 \\
\left\langle \frac{\partial^2 N_j}{\partial y^2} W_i \right\rangle V_j + v \left\langle \frac{\partial^2 N_j}{\partial x \partial y} W_i \right\rangle U_j + \frac{1-v}{2} \left\langle \left( \frac{\partial^2 N_j}{\partial x^2} \right) W_i \right\rangle V_j + \frac{1-v}{2} \left\langle \left( \frac{\partial^2 N_j}{\partial x \partial y} \right) W_i \right\rangle U_j = 0
\end{align*}
\]

3) Integrate by parts, and apply boundary condition – zero forces in \( x \) and \( y \)

\[
\begin{align*}
\left\langle \frac{dN_j}{dx} \frac{dW_i}{dx} \right\rangle U_j + v \left\langle \frac{dN_j}{dy} \frac{dW_i}{dx} \right\rangle V_j + \frac{1-v}{2} \left\langle \frac{dN_j}{dy} \frac{dW_i}{dy} \right\rangle U_j + \frac{1-v}{2} \left\langle \frac{dN_j}{dx} \frac{dW_i}{dy} \right\rangle V_j = \int F_{x-bdy} ds = 0 \\
\left\langle \frac{dN_j}{dy} \frac{dW_i}{dy} \right\rangle V_j + v \left\langle \frac{dN_j}{dx} \frac{dW_i}{dy} \right\rangle U_j + \frac{1-v}{2} \left\langle \frac{dN_j}{dx} \frac{dW_i}{dx} \right\rangle V_j + \frac{1-v}{2} \left\langle \frac{dN_j}{dy} \frac{dW_i}{dx} \right\rangle U_j = \int F_{y-bdy} ds = 0
\end{align*}
\]

Where \( s \) is the boundary. Note that \( F_{x-bdy} \) and \( F_{y-bdy} \) are only applied on boundary nodes, not on the whole domain.
4) Assemble matrices

The formed equation should look like:

\[
\begin{bmatrix}
A
\end{bmatrix}
\begin{bmatrix}
U_j
\end{bmatrix} = \{Rhs_j\}
\]

Where A is a banded matrix of dimension DOF*NN, DOF is degree of freedom, and NN is number of nodes. Assigning in(L,i) the global node number information of local node number i of element L, the pseudo code for assembling the banded matrix is as follows:

```matlab
for i = 1:3
    Ix = 2*in(L,i) - 1; % global matrix locations: x-row
    Iy = Ix + 1; % y-row
    for j = 1:3
        Jy = 2*in(L,j);
        Jx = Jy - 1;
        JB = Diag + (Jy - Iy); % Diag = halfbandwidth +1;
        % x-row equation
        e(JB,Ix) = e(JB,Ix) + dy(j)*dy(i)/(4*A) + (1-nu)*dx(j)*dx(i)/(8*A);
        e(JB+1,Ix) = e(JB+1,Ix) - nu*dx(j)*dy(i)/(4*A) - (1-nu)*dy(j)*dx(i)/(8*A);
        % y-row equation
        e(JB-1,Iy) = e(JB-1,Iy) - nu*dy(j)*dx(i)/(4*A) - (1-nu)*dx(j)*dy(i)/(8*A);
        e(JB,Iy) = e(JB,Iy) + dx(j)*dx(i)/(4*A) + (1-nu)*dy(j)*dy(i)/(8*A);
    end
end
```

5) Apply boundary conditions and solve equilibrium equation

Typically there are two types of boundary conditions: Dirichlet boundary condition and Neumann boundary condition [131][134].
A Dirichlet boundary condition, often referred to as a type I boundary condition, specifies the values a solution is to take on the boundary of the domain. That is, for a partial differential equation on a domain $\Omega \subset \mathbb{R}^n$, on the boundary,

$$\frac{\partial U}{\partial x} = 0$$

A Neumann boundary condition specifies the values that the derivative of a solution is to take on the boundary of the domain. That is, for a partial differential equation on a domain $\Omega \subset \mathbb{R}^n$, on the boundary,

$$\frac{\partial U}{\partial x} = f(x) \quad \forall x \in \partial \Omega$$

Type I boundary condition is an exact satisfactory which does not use differential equation, while Neumann boundary condition requires differential equation and boundary.

6) Solve the problem

Use the node displacements and the interpolation functions of a particular element to calculate displacements for points within the element.

4.2.1.2.5 Other deformable models

There are other deformable models such as snakes [135][136][137], hybrid models [138][139][140], and low degree of freedom models [141][142]. These are all approximate models that solve the problem approximately but are computationally faster compared to FEM [117].
4.2.2 Methodology

This dissertation focuses on the registration of medical images, especially rat brains, human breasts and human brain images. These subjects are all soft tissues and often prone to deformations beyond the traditional 4x4 matrix alignment strategies. We present an automatic non-rigid body registration using a linear elastic finite element formulation based on contour matching. The whole process does not require manual interruption, and offers good registration accuracy with some constraints, such as the images to be registered should be in the same 3D orientation, etc.

4.3 Implementation

This section presents an automatic non-rigid body registration using a linear elastic finite element formulation. A subject MRI volume set is passed through a Pulse Coupled Neural Network (PCNN)[81][163][164][165] which automatically segments the images [166] and creates a binary mask of the desired area (e.g., the brain, Figure 4-6). Details of this process will be explained in section 4.3.1. A slice series is defined as the ratio of slice contour perimeter to its contained area. An example of such is plotted as a function of slice number in Figure 4-10. A similar mask of the reference and its slice series is already created. With the given image header information, a slice alignment based on matching the two slice series of reference and subject is applied. Section 4.3.2 illuminates this process. Then for each matched pair of reference and subject slices, the subject perimeter contour is orientated to match the reference contour based on a least-squared error analysis of the total Euclidean distance from contour points to the geometric centroid. This process is discussed further in section 4.3.3. A 2D finite element mesh is
automatically created on the subject image slice [83][84][116]. The linear elastic formulation for plane strain is applied to the finite element mesh [82][131]. Iterative incremental displacements are applied on the boundary with the finite element formulation dictating the domain alignment. The process terminates once the subject perimeter is tagged to the atlas perimeter. The method was successfully tested on magnetic resonance images (MRI) of rat brains and human breasts.

Figure 4-6  Binary masks created by PCNN from a grayscale volume set
Figure 4-7 shows the scheme of this model-based elastic registration applied on rat brains. It does not require manually created landmarks.

### 4.3.1 Mask creation and image cropping

The registration process begins with image cropping. The reference and subject MRI images (Figure 4-8) are sent through a Pulse-Coupled Neural Network (PCNN) [81], an automatic image
cropping process [164][165]. Proposed by modeling a cat’s visual cortex, PCNN iteratively produces binary images of increasing area as the intensity spectrum is increased. We use it to separate the tissue of interest (the brain, for example, which has overall lighter shades of gray) from the surrounding structures. The output is a set of binary masks [134]. By applying binary masks produced by PCNN to the original image, cropped grayscale images are created which contains only the desired area (brain) (Figure 4-9).

Reference

Subject

Figure 4-8   Original images
4.3.2 Slice alignment

With the binary mask sets, ratio of contour perimeter and area is calculated. A curve (slice series) of perimeter/area as a function of slice position can be created. Based on empirical observation, all curves of rat brain slice series tend to be bell-shaped, as shown in Figure 4-10. Since all rat brain mask slice series have this shape similarity, a slice alignment strategy was developed based on maximizing shape similarity.
4.3.2.1 Form time series

The perimeter (P) of each slice mask (Figure 4-11) and its interior area (A) are calculated. Slice series of the ratio P/A as a function of slice number are graphed (Figure 4-12a) for reference and subject, respectively.
4.3.2.2 Match slice series

The reference slice series remains fixed while the subject series is incrementally indexed along it. A subset of the slice series S of subject (e.g. the middle third of the slices) is used to quantify the quality of alignment. Based on a least square distance error, find the best matching continuous subset R in reference for subset S (Figure 4-12, marked by vertical lines). Given the number of steps N that the subject needs to move in the slice direction, and the reference and subject slice intervals from their header information $\Delta z_R$ and $\Delta z_S$, the shift and scaling in z direction can be decided as follows:

\[
\text{shift: } Tz = N \ast \Delta z_S; \\
\text{scaling: } Sz = \frac{\Delta z_R}{\Delta z_S}
\]
where $T_z$ is the translation in the $z$ direction (slice direction); $S_z$ is the scaling factor; $N$ is the shifting number of subject slice series; $\Delta z_R$ is the $z$ interval of reference image, and $\Delta z_S$ is the $z$ interval of subject image.

4.3.2.3 Reslice

In order to align slices in the next steps, the reference mask set is resliced to the subject space so that it has the same number of slices as the subject. Generally, the reference volume has greater detail via higher resolution and number of slices than subject volume sets.

4.3.3 2D Contour matching

After the $z$-slice alignment, the translated and $z$-scaled (if necessary) subject mask and cropped image is sent into the 2D deformable registration process with the reference mask. A perimeter contour of each mask is established using a fixed set of uniform boundary line segments, as shown in Figure 4-13(a), (b). These two contour shapes are converted to “time series” using the Euclidean distance from the boundary line points to the centroid (Figure 4-14) [30][101]. By comparing subject time series to the reference time series, the subject segment index is permutated to minimize the least-square error of the two perimeters (Figure 4-13c).
a) White-black mask image of a rat brain; b) Euclidean distance from every point on the contour to the geometric centroid is measured and treated as the Y-axis of a time series; c) of length n=80
Figure 4-15 shows the two time series before and after contour matching. Construct reference time series $Q$ and subject series $C$ of the same length $n$, which were extracted from contour shapes by Euclidean distance [134]:

$$Q = q_1, q_2, \ldots, q_i, \ldots, q_n$$

$$C = c_1, c_2, \ldots, c_j, \ldots, c_n$$

The Euclidean distance between two 2D points $P(p_x, p_y)$ and $Q(q_x, q_y)$ is defined as:

$$ED = \sqrt{(p_x - q_x)^2 + (p_y - q_y)^2}$$

In order to match the two contour shapes, with reference shape held fixed, rotate the subject, and record the minimum distance of all possible rotations. We achieve this by expanding times series $C$ into a new series with the length of $2n-1$:

$$C' = c_1, c_2, \ldots, c_j, \ldots, c_n, c_1, c_2, \ldots, c_{n-1}$$
In order to compare the two time series, we use the ubiquitous Euclidean distance to evaluate error [30]:

\[
Err(Q, C) = \sqrt{\sum_{i=1}^{n} (q_i - c_i)^2}
\]

In each trial of error calculation increase the first index of series C by 1. Below is the pseudo code to calculate this:

```
Algorithm: [bestSoFar] = Test_All_Rotations(Q,C')

bestSoFar = Inf;
for j=1:n
    distance = EA_Euclidean_Dist(Q, C'(j), bestSoFar)
    //C'(j) is a subseries of C' of length n C'(j:j+n)
    if distance < bestSoFar
        bestSoFar = distance;
        bestmatch = C'(j);
    end;
end;
return [bestSoFar];
```

Once the best matched contour time series, the subject contour indexing is rotated so it has the minimum Euclidean distance error with the reference, shown in Figure 4-13(c).

Based on numerous testing of rat brain and human brain image sets, this Euclidean distance error minimization provided good contour indexing matching for shapes that have a major axis [30][101]. However, for breast images or circular objects that do not have a dominant major axis, the time series curve appears to be more flat and the centroid is not a reliable local origin for calculating Euclidean distance (Figure 4-16).
4.3.4 Initial alignment and rigid body rotation

It has been shown that a rigid body transformation is of fundamental importance in image registration. Even when soft tissue deformation is involved, a rigid body transformation is critical \([178][179][180]\). Therefore, before applying the elastic FEM formulation, an initial rigid body slice alignment is applied. The subject slice is translated such that subject and reference centroids align, shown in Figure 4-17. Then based on the perimeter matching information, an average initial rotation angle about the centroid is calculated. N points (e.g. 10% contour points)
on subject contour are randomly selected. The average angle is calculated between these points to the centroid and their matching points on the reference to the centroid (Figure 4-18):

\[
\alpha = \frac{1}{N} \sum_{i=1}^{N} \alpha_i
\]

(a) Contours and centroids of reference and subject

(b) Centroids aligned

Figure 4-17   Centroid alignment

Figure 4-18   Initial rigid body rotation angle
4.3.5 2D triangular mesh generation

Once the two contour indices are matched and the subject is initially translated and rotated, soft-tissue distortions can be localized to appropriate regions of the reference. One is ready to create a mesh on the subject and use the reference contour as the target destination for the subject boundary. A Delaunay triangulation of the subject domain is automatically created [82][83][84], preserving the permutated perimeter order for application of the boundary conditions. Figure 4-19 shows a 2D finite element mesh created based on the contour.

![Figure 4-19 2D Delaunay finite element triangulation](image)

4.3.6 Linear elastic transform

After the triangular mesh is created, a linear-elastic finite element formulation is applied to the domain with Type-I displacements boundary conditions, as described in section 4.2.1.2.4. According to documentations, Poisson’s ratio is set to 0.5 [183][184]. Figure 4-20 shows an initial boundary alignment.
Generally, the displacement vectors exceed the linear elastic range. Therefore, the displacements are applied incrementally which requires reformulation of the elastic stiffness matrix (Figure 4-21):

1) Calculate the largest displacement vector;
2) Calculate the smallest element;
3) Target a small amount in element deformation at one time, (0.5% was used);
4) Calculate the number of required iterations of incremental deformation.
5) Incrementally apply boundary conditions of displacements in iterations.

The mesh topology remains constant and the process is completely automatic.
4.3.7 Transform image based on the FE basis function

When the finite element mesh motion terminates, each element node has a displacement as the result so that the mesh is reoriented in the mask space. Figure 4-22 illustrates how the grayscale image gets reoriented based upon the information of mesh deformation. In the undisturbed space of the subject mesh, every grayscale image pixel is associated with a given triangular element and each pixel has a specific position within that element. Every position within the element has a unique set of finite element basis functions, N₁, N₂, and N₃. The three basis function values for each pixel within the element are calculated and stored. After the mesh is deformed to fit the reference space, those same basis function values dictate the new location of the pixel (Figure 4-
Suppose the coordinates of the three nodes of element number K are \([x_i, y_i]\), where \(i = 1, 2, 3\), and their elastic displacements in x and y directions are \(d_{xi}\) and \(d_{yi}\) for \(i = 1, 2, 3\). According to the finite element result, the displacement \(dx\) and \(dy\) of pixel \([x, y]\) that is located in this element should meet the following planar basis function:

![Figure 4-22 Relocate subject image pixels in reference mask space](image)

\[
N = (N_1, N_2, N_3); \quad N_1 = N_1' = 0.22, \quad N_2 = N_2' = 0.4, \quad N_3 = N_3' = 0.38
\]

![Figure 4-23 Basis functions stay the same after FEM deformation](image)
The new coordinates \([x_n, y_n]\) for image pixel \([x, y]\) can be then decided by \(dx\) and \(dy\):

\[
\begin{align*}
x_n &= x + dx \\
y_n &= y + dy
\end{align*}
\]

Figure 4-24 Elastic registration

(a) reference;  (b) reference mask (colored);  (c) initial misalignment;  (d) subject;  (e) cropped subject;  (f) cropped subject aligned to reference mask using linear elastic transform
Hereto each pixel within the cropped subject space has a one-to-one mapping within the reference mask space. Figure 4-24(f) shows the reoriented cropped subject image overlapped under the reference mask. Figure 4-25 shows the difference image [69][134] before and after elastic registration.

![Difference image](image)

Figure 4-25  Difference image
(a) before elastic transform    (b) after elastic transform

4.4  A sample result

This elastic registration method using a finite element geometric model was tested on 8 intramodality MR image volumes of rat brains and 4 human brains. Table 4-1 shows the registration quality calculated by the sum of absolute pixel distance error (SAD) $Err$, compared to that of manual registration by a skilled user (gold standard) $Err_{GS}$. The alignment in the slice direction is performed by a time series matching, and the in-plane registration process is performed on a slice by slice basis via the finite element elasticity implementation. Figure 4-26 shows the registration result of two rat brains. On the left is the cropped subject volume set. The
middle column shows the initial misalignment of a cropped subject and the colored reference mask. On the right the representative cropped subject is aligned to the colored reference mask.

### Table 4-1  Quality of linear elastic registration compared to gold standard (GS) and manual registration on nine rat brains and two human brains

**Objects:** R – rat brains; H – human brains;  **Quality:** in percents.

<table>
<thead>
<tr>
<th>Objects</th>
<th>R-A</th>
<th>R-B</th>
<th>R-C</th>
<th>R-D</th>
<th>R-E</th>
<th>R-F</th>
<th>R-G</th>
<th>R-H</th>
<th>R-I</th>
<th>H-A</th>
<th>H-B</th>
</tr>
</thead>
<tbody>
<tr>
<td>GS</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Manual</td>
<td>99.8</td>
<td>100</td>
<td>99.7</td>
<td>98</td>
<td>97</td>
<td>96.7</td>
<td>95</td>
<td>99</td>
<td>100</td>
<td>100</td>
<td>97</td>
</tr>
<tr>
<td>FEM</td>
<td>Err/Err$_{GS}$ x100%</td>
<td>98.2</td>
<td>100.3</td>
<td>97.6</td>
<td>96.9</td>
<td>98.3</td>
<td>98.3</td>
<td>98.0</td>
<td>99.2</td>
<td>94.5</td>
<td>99.1</td>
</tr>
</tbody>
</table>
The results verified that mapping outline indices is a reliable approach for finding FEM boundary conditions. It does not require user defined landmarks. The drawback of this method is the accuracy of registration results is directly related to the accuracy of the image cropping.
5 VOLUME ALIGNMENT

The registration methods discussed in Chapter 3 and 4 were used to align numerous grayscale volume sets. These volume sets were generally cropped first by some strategy such as PCNN [19][81][91][165][167]. Subsequently, the volume geometry was created using a marching cube volume reconstruction strategy [85][86][92][175].

5.1 Volume reconstruction

5.1.1 Marching cubes algorithm

We use the marching cubes algorithm to build a surface mesh from a segmented 3D dataset. Marching cubes is a computer graphics algorithm that was first published in 1987 by Lorensen and Cline [175]. The algorithm proceeds through the voxels, taking eight neighbor locations at a time (thus forming an imaginary cube), then determining the polygon(s) needed to represent the part of the isosurface that passes through this cube. The individual polygons are then fused into the desired surface [134].

5.1.2 Removal of stair steps – linearization

Marching cubes algorithm has been widely used for three-dimensional boundary surface reconstruction from two-dimensional medical images. In 2001 Wu et al [173][174] developed a multiple material marching cubes algorithm (M3C) which extracts multiple material 3D surfaces within one sweep of 2D images. This robust tool eliminates numerous problems that are associated with lending single material image reconstructions into a unified model. However, it
too creates stair stepped geometries due to the common marching cubes interpolation mechanism [175]. Numerous post-processing smoothing efforts have been made but they either cause volume shrinkage, geometry alterations or are computationally expensive [3][78][120][3]. In 2003 we provided an efficient linearization strategy to remove the stair-steps that marching cubes algorithm generates [85][92]. This algorithm was applied on segmented rat brains [85][176], human breasts [176], human brains and other tissues [173]. It increased the accuracy of the model by an order of magnitude while preserving the volume and geometry integrity.

All marching cubes routines process a single layer between two medical image slices completely before moving to the next layer. Consequently, the linearization algorithm was built into the marching cubes and work within this layer processing level. At each level a unique set of triangles connects the two slices forming a belt or collar within the layer (Figure 5-1). Only edges exist directly on each slice. In the M3C case each triangle has the two materials it
separates identified. For the single material code, the triangle separates the desired material from any other material. A single sweep through the triangles created within the layer identifies a finite number of triangles that establish the surface separating a specific material combination. This subset of triangles can form an open or closed loop situation. This contiguous subset of triangles has termination edges on both slices (Slices A and B), no triangles exist on either slice.

![Diagram of mesh with nodes numbered and attributes M and N](image)

**Figure 5-2** Each node within the mesh is numbered associated with the edge path from slice A to B

Beginning at the edges on slice A (by default) each node in the contiguous subset of triangles is tagged with two attributes M and N. N is the minimum number of steps required to reach slice B in an edge path containing the node, and M is the step location for this node on that path (Figure 5-2). With this information, the new z-coordinate (direction from slice to slice) of each node can be calculated by

\[ z = (1 - \frac{M}{N})z_A + \frac{M}{N}z_B \]
where $z_A$ and $z_B$ are the $z$ coordinates of level A and B, respectively. This edge-path creation strategy eliminates a variety of problems associated with other mathematical strategies; problems such as indeterminate path directions, multi-valued functions, and capping situations whenever a specific material is not encountered within an adjacent slice. This linearization algorithm is applied to the $z$ direction only so each triangular facet retains its integrity.

This linearization strategy is fast, robust and it retains the surrounded volume of geometry well. Figure 5-3 shows a sphere created by marching cubes. The right half of the sphere is generated by conventional marching cubes and the left half is generated with linearization strategy. Figure 5-4 shows a segmented rat brain created by M3C with and without linearization.
5.1.3 Volume reconstruction

Using the marching cubes algorithm with linearization option, 3D surfaces of the tissue of interest can be created. Figure 5-5 shows a human brain surface mesh created from a $256 \times 256 \times 12$ MRI volume by the marching cubes algorithm.
5.2 Volume registration

In chapter 3 and 4 we presented two registration strategies that used affine and elastic transform methodologies, respectively. Both strategies can be applied on segmented images. Once each slice of an image set is fully segmented, the marching cubes algorithm can be used to create the registered volume of the subject, thus providing a 3D volume alignment.

The framework of this process is shown in Figure 5-6. Figure 5-7 shows a rat brain surface created before and after its MR image set is registered to the reference.
Red: reference  Blue: subject

(a) Subject volume created from unregistered image  (b) Subject volume created from registered image

Figure 5-7  Rat brain volume alignment
6 RESULTS

The previous chapters described the theory and implementation details of different strategies of affine registration using Genetic algorithm and the linear elastic model based on finite element model. In this chapter numerous registration results are presented for a broad range of MR images: a) rat brain images using a fast-spin echo on a 4.7T Bruker magnet system from the University of Massachusetts Medical School, b) breast images using a 1.5T GE Magnet and c) human brain images from Insight MRI. Intensity error and computing time is used to evaluate the registration results. In addition to the methods that are presented in this dissertation, manual registration and AIR package (Automated Image Registration) [95] are used for comparison.

6.1 Summary of terms

GS – gold standard, performed by skilled user in registration

Manual – performed by technically qualified user, but not an expert at registration

AIR – performed by AIR package

GA1 – one slice in-plane rigid body Genetic Algorithm with 3 chromosomes, applied to all slices

GA2 – in-plane rigid body Genetic Algorithm applied on each slice with 3 chromosomes followed by two scaling factors, N transformation matrices applied individually on each of the N slices

GA3 – affine transformation with 8 chromosomes applied simultaneously to the whole volume set

GA4 – Sequential Genetic algorithm registration, 8 chromosomes applied sequentially
FEM1 – 2D linear elastic transform based on FEM model

FEM2 – individual application of linear elastic transform based on FEM model on each pair of slices matched by slice alignment method

Accuracy – the quality of a registration compared to the gold standard (GS), calculated in pixel intensities by: \( \frac{\text{orig} - \text{reg}}{\text{orig} - \text{GS}} \times 100\% \)

R-A, R-B, … R-I – rat brain subjects A, B, … I

R-R – rat brain reference image

B-A, B-B, B-C – breast images A, B, C

B-R – breast reference image


H-R1 – human brain reference image acquired in sagittal orientation

H-R2 – human brain reference image acquired in axial orientation

### 6.2 Genetic algorithm

Different GA registration heuristics were tested on numerous images of rat brains (abbr. R), breasts (abbr. B) and human brains (abbr. H), illustrated in chapter 3. Source image information is listed in Table 6-1. Computing time and registration quality compared to other strategies is listed in Table 6-2. The operation time of AIR listed in Table 6-2 does not include the time for pre-threshold settings. Additionally, AIR failed to converge on a few examples. Although sometimes our registration algorithms present slightly lower quality than other manual or semi-automatic methods, our algorithms do not require any user interruption.
Table 6-1  Source image information

<table>
<thead>
<tr>
<th>Image</th>
<th>Orientation</th>
<th>Dimension</th>
<th>FOV (mm)</th>
<th>Data Type</th>
<th>Endian</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-R</td>
<td>Axial</td>
<td>256x256x12</td>
<td>30x30x14.4</td>
<td>16 bit</td>
<td>Little</td>
</tr>
<tr>
<td>R-A</td>
<td>Axial</td>
<td>256x256x12</td>
<td>30x30x14.4</td>
<td>16 bit</td>
<td>Little</td>
</tr>
<tr>
<td>R-B</td>
<td>Axial</td>
<td>256x256x12</td>
<td>30x30x14.4</td>
<td>16 bit</td>
<td>Little</td>
</tr>
<tr>
<td>R-C</td>
<td>Axial</td>
<td>256x256x12</td>
<td>30x30x14.4</td>
<td>16 bit</td>
<td>Little</td>
</tr>
<tr>
<td>R-D</td>
<td>Axial</td>
<td>256x256x12</td>
<td>30x30x14.4</td>
<td>16 bit</td>
<td>Little</td>
</tr>
<tr>
<td>R-E</td>
<td>Axial</td>
<td>256x256x12</td>
<td>30x30x14.4</td>
<td>16 bit</td>
<td>Little</td>
</tr>
<tr>
<td>R-F</td>
<td>Axial</td>
<td>256x256x12</td>
<td>30x30x14.4</td>
<td>16 bit</td>
<td>Little</td>
</tr>
<tr>
<td>R-G</td>
<td>Axial</td>
<td>256x256x18</td>
<td>30x30x18</td>
<td>16 bit</td>
<td>Big</td>
</tr>
<tr>
<td>R-H</td>
<td>Axial</td>
<td>256x256x18</td>
<td>30x30x18</td>
<td>16 bit</td>
<td>Big</td>
</tr>
<tr>
<td>R-I</td>
<td>Axial</td>
<td>256x256x14</td>
<td>30x30x16.8</td>
<td>16 bit</td>
<td>Little</td>
</tr>
<tr>
<td>B-R</td>
<td>Axial</td>
<td>256x256x84</td>
<td>180x180x126</td>
<td>16 bit</td>
<td>Little</td>
</tr>
<tr>
<td>B-A</td>
<td>Axial</td>
<td>256x256x42</td>
<td>180x180x84</td>
<td>16 bit</td>
<td>Little</td>
</tr>
<tr>
<td>B-B</td>
<td>Axial</td>
<td>256x256x39</td>
<td>200x200x78</td>
<td>16 bit</td>
<td>Little</td>
</tr>
<tr>
<td>B-C</td>
<td>Axial</td>
<td>256x256x78</td>
<td>220x220x117</td>
<td>16 bit</td>
<td>Little</td>
</tr>
<tr>
<td>H-R1</td>
<td>Sagittal</td>
<td>256x256x124</td>
<td>256x256x186</td>
<td>16 bit</td>
<td>Little</td>
</tr>
<tr>
<td>H-R2</td>
<td>Axial</td>
<td>256x256x78</td>
<td>220x220x117</td>
<td>16 bit</td>
<td>Little</td>
</tr>
<tr>
<td>H-A</td>
<td>Sagittal</td>
<td>256x256x20</td>
<td>340x340x120</td>
<td>16 bit</td>
<td>Little</td>
</tr>
<tr>
<td>H-B</td>
<td>Axial</td>
<td>256x256x20</td>
<td>192.5x220x120</td>
<td>16 bit</td>
<td>Little</td>
</tr>
<tr>
<td>H-C</td>
<td>Axial</td>
<td>256x256x20</td>
<td>220x220x120</td>
<td>16 bit</td>
<td>Little</td>
</tr>
</tbody>
</table>
Table 6-2  Comparison among different registration methods

(Time: minutes     Accuracy: \( \frac{(orig - reg)}{(orig - GS)} \times 100\% \))

<table>
<thead>
<tr>
<th>Method</th>
<th>CPU time</th>
<th>Manual</th>
<th>AIR</th>
<th>GA1</th>
<th>GA2</th>
<th>GA3</th>
<th>GA4</th>
<th>FEM1</th>
<th>FEM2</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-A</td>
<td>CPU time</td>
<td>8</td>
<td>30</td>
<td>30</td>
<td>8</td>
<td>350</td>
<td>150</td>
<td>70</td>
<td>15</td>
</tr>
<tr>
<td>Accuracy</td>
<td>100%</td>
<td>99.8%</td>
<td>97.4%</td>
<td>97.4%</td>
<td>97.4%</td>
<td>97.7%</td>
<td>97%</td>
<td>96.7%</td>
<td></td>
</tr>
<tr>
<td>R-B</td>
<td>CPU time</td>
<td>5</td>
<td>22</td>
<td>25</td>
<td>5</td>
<td>280</td>
<td>100</td>
<td>45</td>
<td>10</td>
</tr>
<tr>
<td>Accuracy</td>
<td>100%</td>
<td>99.7%</td>
<td>97.7%</td>
<td>97.4%</td>
<td>97.4%</td>
<td>97.7%</td>
<td>99.1%</td>
<td>97.1%</td>
<td></td>
</tr>
<tr>
<td>R-C</td>
<td>CPU time</td>
<td>5</td>
<td>25</td>
<td>27</td>
<td>5</td>
<td>290</td>
<td>135</td>
<td>60</td>
<td>11</td>
</tr>
<tr>
<td>Accuracy</td>
<td>100%</td>
<td>99.7%</td>
<td>96.7%</td>
<td>96%</td>
<td>96%</td>
<td>96%</td>
<td>96.5%</td>
<td>98.7%</td>
<td>98.7%</td>
</tr>
<tr>
<td>R-D</td>
<td>CPU time</td>
<td>4</td>
<td>25</td>
<td>Failed</td>
<td>5</td>
<td>360</td>
<td>105</td>
<td>45</td>
<td>12</td>
</tr>
<tr>
<td>Accuracy</td>
<td>100%</td>
<td>98%</td>
<td>N/A</td>
<td>93.5%</td>
<td>93.5%</td>
<td>93.5%</td>
<td>94%</td>
<td>99.4%</td>
<td>99.4%</td>
</tr>
<tr>
<td>R-E</td>
<td>CPU time</td>
<td>5</td>
<td>28</td>
<td>33</td>
<td>7</td>
<td>350</td>
<td>130</td>
<td>50</td>
<td>16</td>
</tr>
<tr>
<td>Accuracy</td>
<td>100%</td>
<td>97%</td>
<td>98.6%</td>
<td>95.4%</td>
<td>95.4%</td>
<td>95.4%</td>
<td>96.7%</td>
<td>97.6%</td>
<td>97.6%</td>
</tr>
<tr>
<td>R-F</td>
<td>CPU time</td>
<td>7</td>
<td>35</td>
<td>Failed</td>
<td>10</td>
<td>320</td>
<td>140</td>
<td>55</td>
<td>18</td>
</tr>
<tr>
<td>Accuracy</td>
<td>100%</td>
<td>96.7%</td>
<td>N/A</td>
<td>93%</td>
<td>96%</td>
<td>95%</td>
<td>94.5%</td>
<td>95%</td>
<td>96.8%</td>
</tr>
<tr>
<td>R-G</td>
<td>CPU time</td>
<td>5</td>
<td>30</td>
<td>25</td>
<td>7</td>
<td>280</td>
<td>105</td>
<td>46</td>
<td>15</td>
</tr>
<tr>
<td>Accuracy</td>
<td>100%</td>
<td>95%</td>
<td>97.5%</td>
<td>94.7%</td>
<td>95%</td>
<td>97.5%</td>
<td>93.6%</td>
<td>95%</td>
<td>95.5%</td>
</tr>
<tr>
<td>R-H</td>
<td>CPU time</td>
<td>5</td>
<td>32</td>
<td>25</td>
<td>6</td>
<td>280</td>
<td>100</td>
<td>45</td>
<td>17</td>
</tr>
<tr>
<td>Accuracy</td>
<td>100%</td>
<td>99%</td>
<td>97.7%</td>
<td>93.5%</td>
<td>93.6%</td>
<td>94%</td>
<td>93%</td>
<td>93.5%</td>
<td>93.5%</td>
</tr>
<tr>
<td>R-I</td>
<td>CPU time</td>
<td>5</td>
<td>35</td>
<td>32</td>
<td>4</td>
<td>250</td>
<td>120</td>
<td>50</td>
<td>15</td>
</tr>
<tr>
<td>Accuracy</td>
<td>100%</td>
<td>100%</td>
<td>92%</td>
<td>95%</td>
<td>97.2%</td>
<td>89.9%</td>
<td>91%</td>
<td>93%</td>
<td>97%</td>
</tr>
<tr>
<td>H-A</td>
<td>CPU time</td>
<td>10</td>
<td>35</td>
<td>Failed</td>
<td>10</td>
<td>500</td>
<td>295</td>
<td>130</td>
<td>13</td>
</tr>
<tr>
<td>Accuracy</td>
<td>100%</td>
<td>100%</td>
<td>N/A</td>
<td>90%</td>
<td>92%</td>
<td>92.2%</td>
<td>91%</td>
<td>95%</td>
<td>93%</td>
</tr>
<tr>
<td>H-B</td>
<td>CPU time</td>
<td>8</td>
<td>25</td>
<td>45</td>
<td>24</td>
<td>540</td>
<td>225</td>
<td>118</td>
<td>10</td>
</tr>
<tr>
<td>Accuracy</td>
<td>100%</td>
<td>97%</td>
<td>90%</td>
<td>92%</td>
<td>92%</td>
<td>92%</td>
<td>94.5%</td>
<td>95%</td>
<td>95%</td>
</tr>
<tr>
<td>H-C</td>
<td>CPU time</td>
<td>8</td>
<td>30</td>
<td>40</td>
<td>20</td>
<td>480</td>
<td>250</td>
<td>120</td>
<td>10</td>
</tr>
<tr>
<td>Accuracy</td>
<td>100%</td>
<td>99.2%</td>
<td>91%</td>
<td>92.7%</td>
<td>92.7%</td>
<td>92.7%</td>
<td>95%</td>
<td>97.5%</td>
<td>95%</td>
</tr>
</tbody>
</table>
6.2.1 In-plane rigid body transformation of one slice applied to all slices

Pick one slice (usually the middle slice in subject image), perform in-plane rigid body Genetic Algorithm with 3 chromosomes, and apply the registration matrix to all slices. The result of a rat brain alignment is shown in Figure 6-1. Figure 6-2 shows Sagittal human brain image registered to the VHP (NIH, Visible Human Project [181]) image cropped by a sub window.

6.2.2 In-plane affine transformation of one slice applied to all slices

In-plane rigid body registration is applied by Genetic Algorithm on each slice followed by two scaling factors. N transformation matrices are applied individually on each of the N slices. Figure 6-3 shows the registration of a rat brain and Figure 6-4 shows a human brain alignment with an axial orientation.

![Figure 6-1: Rat brain R-A registered to R-R by GA1](image)

(a) initial misalignment  (b) registered by GA1

Figure 6-1 Rat brain R-A registered to R-R by GA1
Figure 6-2  Human brain H-A registered to H-R1
Figure 6-3  Rat brain R-B registered to R-R by GA2

Figure 6-4  Human brain H-B registered to H-R2 by GA2
6.2.3 **Simultaneous GA affine registration GA**

The affine transformation matrix is obtained by 8 GA chromosomes applied simultaneously. This transformation matrix is applied to the whole volume set. Figure 6-5 and 6-6 show the results of this GA registration applied on a rat brain and a human brain, respectively.

![Initial misalignment](image1)

(a) Initial misalignment

![Registered by GA3](image2)

(b) Registered by GA3

Figure 6-5 Rat brain R-C registered to R-R by GA3
6.2.4 Sequential GA

User picks up a subject slice (usually a middle slice), and applies an in-plane translation and rotation. Subsequently, in-plane scaling is performed if necessary. Then a translation in the slice direction is applied to match the sagittal orientation. Finally, if necessary, the subject is rotated
about the anterior-posterior and left-right axes. Some results of sequential GA registration are shown in Figure 6-7 and 6-8.

(a) Initial misalignment

(b) Registered by GA4

Figure 6-7  Rat brain R-E registered to R-R by GA4
6.2.5 Failures

Although GA registration works well for most of our test images, it showed poor registration quality on breast images, e.g. Figure 6-9. The reason is breast images vary significantly from each other and the deformation of breast tissue does not follow an affine mode.

Figure 6-8 Human brain H-A registered to VHP image by GA4
6.3 Elastic model

Numerous examples were used to test the elastic model using a finite element formulation. The FEM registration results of images listed in Table 6-1 are shown in Table 6-2 (items 2D FEM and 3D FEM). The registration error was calculated based on the cropped grayscale images of both reference and subject. Note that some registration qualities are better than the gold standard. This is because the manual registration we performed here for the gold standard is based on an affine transformation and no elastic deformation is applied. Also, when user is performing registration, the error is completely based on user’s visual judgment, which can be inaccurate. The result demonstrated that an elastic transformation worked well for these soft tissues such as brains and breasts and provides an overall better alignment.
6.3.1 Implementation on rat brains

Figure 6-10 presents the elastic registration results on a rat brain. The bright colored region is the mask of the reference, and the grayscale is the cropped subject.

(a) Initial misalignment of reference mask and cropped subject volume

(b) Subject R-C registered to reference R-R mask

Figure 6-10  3D FEM registration applied on rat brain images

6.3.2 Implementation on human brains

Figure 6-11 presents the cropped volume of a female human brain aligned to the mask of a male brain using the FEM linear elastic model.
6.3.3 Failures

The linear elastic registration is based on a contour perimeter mapping. Section 4.3.3 illustrated how two contours are matched to provide a boundary mapping for the elastic model. Since the breast image examples we used are in the axial orientation and the circular shape is not rotation invariant, it is hard to map two axial breast contours (Figure 4-16). Therefore, elastic model did not work for axial breast images. Currently manual registration is the only successful way to align axial breast images.
6.4 Co-registration

The registration strategies were for intra-modality alignments. Once a subject is aligned to a standard or reference volume set of the same imaging modality, an inter-modality alignment is still required to overlay a color-coded atlas. A sequential registration strategy was developed to overcome this problem [182] in the software MIVA (Medical Image Visualization and Analysis) [32][96]. Once an intra-registration method (GA or FEM) is applied to N subjects, a predetermined transformation matrix that originally aligned the atlas and reference volume can be applied to the transformed individual subjects. A MRI reference atlas (intra registration), which is aligned to a segmented reference atlas (inter registration). Details will be discussed in section 6.4.1 and 6.4.2. Consequently, the N subjects are aligned to the segmented atlas. All regions of the N subjects are segmented and a full functional MRI (fMRI) analysis is possible [32][182]. Details about fMRI are shown in Appendix I.

6.4.1 Intra modality registration

The goal of intra registration is to align multiple subjects to the standard subject (Figure 6-12). One of N subjects is designated as the standard and all the other (N-1) are aligned to this standard via one of our registration strategies.

\[ \{\text{Standard}\} = [T_{\text{Subject-to-Standard}}] \{\text{Subject}\}_j \]

where j=1 to N-1.
6.4.2 Inter modality registration

After the intra registration, the standard subject is aligned to segmented atlas (Figure 6-13). This step is generally performed manually or via some semi-automatic methods such as Landmarks [33][34].

\[ \{\text{Atlas}\} = [T_{\text{Standard-to-Atlas}}]\{\text{Standard}\} \]
By multiplying $T_{\text{Subject-to-Standard}}$ and $T_{\text{Standard-to-Atlas}}$ (Merge registration), the $N$ subjects are registered to the segmented atlas.

$\{\text{Atlas}\} = [T_{\text{Subject-to-Atlas}}]_j \{\text{Subject}\}_j$

$[T_{\text{Subject-to-Atlas}}]_j = [T_{\text{Standard-to-Atlas}}][T_{\text{Subject-to-Standard}}]_j$

where $j=1$ to $N$. 

**Figure 6-13**

Inter modality registration – standard subject is aligned to atlas
7 CONCLUSIONS

This dissertation work developed automated affine and deformable registration methods for medical images. Numerous MRI examples were used to test the performance of the registration algorithms. Three groups of volumes were studied: rat brains, human brains, and human breasts. The breast tissue was highly erratic with substantial differences from one subject to another. Consequently, the registration strategies presented did not succeed. Manual registration is currently the only successful alignment methodology in use today. The brain volumes had significantly more internal structures within them that were consistent from one subject to another. In these situations the automated registration routines performed well.

7.1 Genetic algorithm

One of the approaches developed was the automatic affine registration based on Genetic Algorithm (GA). Advances of our GA approach included: a) retention of high ranked parents; b) incorporating a mutation avenue that prevents cloning; c) introduction of sequential GA routine to mimic those sequences of skilled manual alignments. Numerous experiments demonstrated these strategies. Significant improvements in actual time were realized with these advanced GA implementations.

A key advantage of the GA approach for image registration is that it does not require any pre-alignment. It starts with a random result and does not require a user-specified start location.
However, if a certain area of the image is more of interest, then an image pre-cropping can enhance the registration accuracy.

The disadvantage of GA is that it is very time consuming in nature. We provided a sequential genetic algorithm which mimics the path an expert manually aligns images by sequentially solving the GA parameters in groups due to their significance in the transformation matrix. Experiments showed this strategy can speed up the registration process by 30% in average.

### 7.2 Linear elastic model

For alignments of soft tissues beyond the typical homogeneous 4x4 transformation matrix an elastic model was formulated and solved by the finite element formulation. Using the binary mask information automatically provided by a PCNN code, cropped images were created and sent to the elastic model. Slice alignment was implemented by matching slice series based on the header information of input images.

For each matched pair of reference and subject slices, the subject perimeter is oriented to match the reference based on a least-squared error analysis. The linear elastic formulation for plane strain is applied to the automatically created 2D Delaunay finite element mesh. Incremental displacements are applied as the boundary condition until the subject perimeter is tagged to the reference perimeter.
The elastic model is automatic and does not require user intervention. Results showed the method of mapping perimeters is an ideal and reliable approach to deciding boundary conditions for soft tissues with a rotation invariant shape that has a major axis such as brains. For circular shapes like breasts in the axial view, the subject perimeter cannot be orientated accurately to match the reference perimeter. Therefore this elastic model is not a good choice for aligning breast images.

Since an automatic segmentation PCNN extracts the region of interest from the original image before applying the elastic model, this registration approach eliminates the potential error caused by other regions and most noises in the image, therefore provides a more accurate elastic transformation. The perimeter mapping is completely automatic and does not require any use defined landmarks.

### 7.3 Future work

Some methods can be used in the future to increase the efficiency of GA algorithm such as parallel computing [27] or improved fitness function, etc.

Future work on the elastic model includes finding a valid approach to match circular perimeters, and considering more tissue properties and other types of finite element boundary conditions. Fluid deformation may also be applied.
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Appendices

Appendix I  Co-registration steps in MIVA

(a) intra registration  (b) inter registration  (c) merge registration
Appendix II  fMRI analysis

Functional magnetic resonance imaging (fMRI) is a relatively new procedure that uses MR imaging to measure the quick, tiny metabolic changes that take place in an active part of the brain. User can specify the desired regions of interest via a user friendly graphic interface, e.g. a tree browser in MIVA (Figure II-1). Since all subject images are aligned to the atlas, a series of color-coded mapped files can be created according to the regions of interest. User can then do fMRI analysis such as t-test analysis and a composite result subject can be constructed (Figure II-2).

Figure II-1 Specify the regions of interest via Tree-browser in MIVA
Figure II-2  Composite fMRI response of ten subjects created to map olfactory system in the atlas.