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Data Science

Master of Science

by Fangzheng Sun

In this thesis, we introduce a novel model based on the idea of autoencoders. Different from a classic autoencoder which reconstructs its own inputs through a neural network, our model is closer to Kernel Canonical Correlation Analysis (KCCA) and reconstructs input data from another data set, where these two data sets should have some, perhaps non-linear, dependence. Our model extends traditional KCCA in a way that the non-linearity of the data is learned through optimizing a kernel function by a neural network. In one of the novelties of this thesis, we do not optimize our kernel based upon some prediction error metric, as is classical in autoencoders. Rather, we optimize our kernel to maximize the “coherence” of the underlying low-dimensional hidden layers. This idea makes our method faithful to the classic interpretation of linear Canonical Correlation Analysis (CCA). As far we are aware, our method, which we call a Kernel Coherence Encoder (KCE), is the only extent approach that uses the flexibility of a neural network, while maintaining the theoretical properties of classic KCCA. In another one of the novelties of our approach, we leverage a modified version of classic coherence which is far more stable in the presence of high-dimensional data to address computational and robustness issues in the implementation of a coherence based deep learning KCCA.
Chapter 1

Introduction

In the recent years, the concept of deep learning [23] is becoming a hot topic for divergent industries as well as multiple fields of study [9,14,18,40]. Deep learning is a subfield of machine learning and there are many sub-categories of deep learning itself. Herein, we focus on artificial neural networks (ANN) [24, 25] and autoencoders [2–4] that allow us to discover non-linear low-dimensional manifolds. Such methods are frequently used for unsupervised learning and for producing low-dimensional representations of data. Typically, an autoencoder consists two parts, an encoding phase (encoder) $E(\cdot)$ and a decoding phase (decoder) $D(\cdot)$. The encoder $E(\cdot)$ takes the input data and maps it to a low-dimensional representation. The decoder $D(\cdot)$ then takes this low-dimensional representation and attempts to reconstruct the original high-dimensional data.

Note, such an autoencoder is closely related to Principal Component Analysis (PCA) [6, 7, 17, 27]. In fact, an autoencoder is identical to PCA when each layer is assumed to be linear and the reconstruction cost function is Euclidean distance. In particular, many people are attracted by the nonlinear aspect of autoencoders, which makes it more powerful than PCA, and effective in solving real-life problems.

We create three novel models to leverage the full power of the autoencoders. Our first model, a Non-Coherence Encoder (NCE), is built upon both linear and non-linear autoencoders. Then we move on to CCA [5,13] and KCCA [1], merging their strengths with the autoencoder approach in another two proposed models, namely the Coherence Encoder (CE) and the Kernel Coherence Encoder (KCE). When we test their performance using the MNIST [39] digit image data set, we find that with these novel generalizations of CCA, especially KCCA, the predictions of images tend to be closer to the true images.
1.1 Motivation

Let us begin the story of our research with some interesting questions one may have: at the age of 20, can you predict how you will look at the age of 40? Or, when you look at a 40-year-old person, can you imagine what he or she looks like at the age of 20? A human brain, based on visual observations, learns and finds a “mapping” between a 20-year-old face and a 40-year-old face. Consequently, people might be able to give reasonable answers to the above questions.

We want our model to mimic this learning process while maintaining its own ability to extract the “dependencies” between data sets. Our purpose is to reconstruct two “potentially dependent datasets” from each other. A classic autoencoder focuses on one input data set. However, we are interested in working with two dependent data sets and therefore we introduce CCA and even further its kernel version KCCA to extract the dependencies between them.

The earliest idea, of which we are aware, of applying kernel methods to autoencoders comes from Yan Pei’s work Auto-encoder Using Kernel Methods [9]. In his model, the author replaces the encoder part of an autoencoder with Kernel PCA (KPCA) [27] and the decoder with kernel-based linear regression. It is a model that is designed to work similarly to an autoencoder, but remains faithful to the “kernel trick”. The “kernel trick”, which will be discussed in detail in the next Chapter, is a classic technique for non-linearly projecting features to a high-dimensional space, gaining the benefit of complex non-linear features, without incurring the cost of working directly in a high-dimensional space. Although it is reasonable, and perhaps even obvious, to try to connect the kernel trick and deep learning, it is notable that, as far as we are aware, the current methods such as [9], do not leverage the full power of autoencoders.

1.2 Contribution

NCE is our model that is least faithful to the kernel trick and is built on two independent autoencoders containing both linear and nonlinear layers. Each “autoencoder” maps one data set to the other. However, this model is not theoretically well founded and the experimental results with MNIST digit image data indicate its deficiency.

Our improvements to the NCE model are inspired by CCA through Empirical canonical correlation analysis in subspaces [5]. This paper provides detailed explanations of CCA, including the calculations for canonical variables of data pairs. In particular, we are inspired by the authors’ idea to maximize their coherence through CCA. CCA and PCA differ in that PCA
attempts to reconstruct a set of data from itself, while CCA has two data sets, and it tries to reconstruct one data set from the other. It is this added complexity of having two data sets that make our proposed model non-trivial to develop.

However, in most real-life problems, the correlations of the data sets are not necessarily linear, thus calculating their linear coherence may not be the best solution to extract their dependencies. We take a further step by analyzing CCA’s kernel version, KCCA. With the help of deep learning, we develop a kernel function with a set of hyperparameters and train the kernel function to maximize the coherence of two data sets in the high-dimensional space. Then we extract the canonical variables for data reconstruction.

In another two models, CE and KCE, we take advantage of CCA and KCCA respectively. While CE rests upon the combination of linear CCA and autoencoders, in KCE we extend the traditional CCA from linear to non-linear by kernel methods and increase the performance of CCA in a similar way by leveraging the non-linear capabilities of autoencoders.

At a high level, our KCE method proceeds in two phases that are similar to autoencoders, the encoder phase and the decoder phase. First, we train the “encoder” to take our input data and map it to a space called a Reproducing Kernel Hilbert Space (RKHS) [10] by a particular kernel function, where the coherence between the input data is maximized. Note, this kernel function is trained through the “encoder”. With this well-trained kernel function, represented by the encoder, we can maximize the coherence of two potentially dependent datasets by mapping them to a high-dimensional space where their correlations become linear and much easier to be explored. Second, we fix the “encoder”, and then train the “decoder” comprised of neural networks to reconstruct our original two data sets.

Notably, we solve two problems caused by high dimensionality of data. First, the training process for such methods is very slow. To fix this issue, we apply PCA to the original dataset to decrease the dimension to an acceptable level, where the principal components carry most of the information of original data (explain > 90% variance). Second, CCA is very sensitive to high-dimensionality because the high-dimensional Grammian matrix [11] containing the inner products can easily become close to singular [12] in the new space. So, it becomes difficult to calculate its determinant, as is required by using a coherence metric. In our model, we slightly modify the formula provided by [5] to avoid this issue at a cost of losing some computational efficiency. The modifications will be detailed in Chapter 3.

In the next step, we accomplish the reconstruction by using both linear and non-linear neural
networks and PCA reconstruction to map the principal components back to the original space of another data set.

Using the MNIST digit image data experiment, we test the performance of NCE, CE, and KCE separately and then compare their reconstruction results with each other. The reconstruction images demonstrate a great visible advantage of the latter two models over NCE. On the other hand, supported by multiple quantitative metrics, we claim that KCE generates better reconstruction images than CE does.
Chapter 2

Background

In this Chapter, we will introduce the necessary background that forms our ideas and algorithms. First, we will cover deep learning and autoencoders. Our model is based on these ideas and inspired by the exploration of them. In our model, a deep learning approach is used to train the kernel function and to build linear and non-linear mapping processes in the decoder phase, which is very close to a classic autoencoder. Then, we give a detailed explanation as well as theoretical support for our encoder phase, the most significant novelty for our model. In particular, our encoder is quite different from a classic autoencoder. We will start from classical linear CCA and extend to kernel methods (by defining the kernel trick) and then proceed to nonlinear KCCA. Here we provide definitions and fundamental theorems used in our model and their theoretical background. Meanwhile, we will introduce the concept of coherence, the metric used by our model to optimize the kernel function. As we mentioned, we apply PCA to the original data set to avoid the dimensionality issue and improve computational efficiency. Thus we also cover the dimension reduction algorithm PCA at the end of this chapter.

2.1 Deep Learning

Our introduction to deep learning closely follows the definitions provided by [23]. Deep learning is a class of machine learning techniques that exploit many layers of non-linear information processing for supervised algorithms, such as pattern analysis and classification. It is a sub-field within machine learning that is based on algorithms for learning multiple levels of representation in order to model complex relationships among data. An observation (e.g., an image) can be represented in many ways (e.g., a vector of pixels), but some representations make it easier to
learn tasks of interest from examples, and research in this area attempts to define what makes
better representations and how to learn them [23]. In this Section, we will focus on a narrower,
but now commercially important, subfield of Deep Learning called artificial neural networks
(ANN).

[24] gives us a standardized definition for ANN: For a standard ANN consists of many simple,
connected processors called neurons, each producing a sequence of real-valued activations. In-
put neurons get activated through sensors perceiving the environment, and other neurons get
activated through weighted connections from previously active neurons. We follow the detailed
notations in [25] to explain this algorithm: an ANN consists of an input layer of neurons (or
nodes, units), one or two (or even three) hidden layers of neurons, and a final layer of output
neurons. Figure 2.1 shows a typical architecture of a neural network, where lines connecting
neurons are also shown. Each connection is associated with a numeric number called weight.
The output, \( h_i \), of neuron \( i \) in the hidden layer, is

\[
h_i = \sigma \left( \sum_{j=1}^{N} V_{ij} x_j + T_i^{hid} \right) \tag{2.1}
\]

where \( \sigma() \) is an activation function, \( N \) the number of input neurons, \( V_{ij} \) the weights, \( x_j \) inputs
to the input neurons, and \( T_i^{hid} \) the threshold terms of the hidden neurons [25]. We usually write
the above formula in the form of

\[
h = \sigma(W x + b) \tag{2.2}
\]

where \( W \) is the weight matrix and \( b \) is the bias vector.

Figure 2.1: An artificial neural network is an interconnected group of nodes, akin to the vast
network of neurons in a brain. Here, each circular node represents an artificial neuron and
an arrow represents a connection from the output of one artificial neuron to the input of
another [43].
2.1.1 Weight Matrix and Bias Vector

In the inner formula of each neuron \( h = \sigma(Wx + b) \), we have two network parameters \( W \) and \( b \) inside the activation function \( \sigma() \). They are the weight matrix and bias vector respectively.

Each layer (neuron) has its own weight matrix and bias vector. For a neural networks with \( n \) layers, we have in total \( n \) pairs of such parameters, \([W_1, W_2, ..., W_n]\) and \([b_1, b_2, ..., b_n]\). The dimensions of each \( W_i \) and \( b_i \) are determined by the dimensions of the input and output values in each layer. For example, suppose the input \( x \in \mathbb{R}^d \) and the layer maps it to \( h \in \mathbb{R}^p \). In this case, the weight matrix \( W_i \) functions to map data from \( \mathbb{R}^d \) to \( \mathbb{R}^p \), so it is a \( p \times d \) matrix. The bias vector \( b_i \) is a vector with length \( p \).

2.1.2 Non-linear Activation Function

If we apply the two linear projection functions \( h = W_1x + b_1 \) and \( x' = W_2h + b_2 \) and the cost function is Euclidean distance \( \|x - x'\|_2 \), this two-layer neural network is identical to the PCA. However, many people are attracted by the nonlinear aspect of the autoencoders, which makes it effective in solving real-life problems.

To introduce non-linearity into an ANN, we apply element-wise non-linear functions such as a sigmoid function or a rectified linear unit after linear projections. The non-linear function in each neuron is \( h = f(Wx + b) \) where the non-linear mapping \( f \) acts as the activation function.

The commonest activation function is sigmoid function \( f(t) = \frac{1}{1 + e^{-t}} \). We use \( \sigma() \) to represent this sigmoid function. Thus each layer within an ANN consists a function \( h = \sigma(Wx + b) \), taking input \( x \in \mathbb{R}^d \) and mapping it to \( z \in \mathbb{R}^p \).

![Logistic curve](image-url)

Figure 2.2: Logistic curve \( f(t) = \frac{1}{1 + e^{-t}} \) [44].


2.2 Autoencoders

An autoencoder is an artificial neural network used for unsupervised learning of efficient codings. The aim of an autoencoder is to learn a representation (encoding) for a set of data, typically for the purpose of dimensionality reduction. Autoencoders are simple learning circuits which aim to transform inputs into outputs with the least possible amount of distortion. While conceptually simple, they play an important role in machine learning. Recently, autoencoders have taken center stage in the deep architecture approach and this concept has become more widely used for learning generative models of data [2, 4].

![Schematic structure of an autoencoder with 3 fully-connected hidden layers](image)

Figure 2.3: Schematic structure of an autoencoder with 3 fully-connected hidden layers [45].

Typically, an autoencoder consists two parts, an encoding phase (encoder) $E(\cdot)$ and an decoding phase (decoder) $D(\cdot)$. The encoder $E(\cdot)$ receives input data and outputs mid-layer-data, which acts as the input data for the decoder $D(\cdot)$. The decoder maps the mid-layer-data back to the original feature space. The encoder and decoder can be comprised of single layer or multiple layers, each layer with a function $z = \sigma(Wx+b)$ mapping $x \in \mathbb{R}^d$ to $z \in \mathbb{R}^p$. $\sigma$ is an element-wise activation function such as a sigmoid function or a rectified linear unit.

In a typical autoencoder, when there is one hidden layer, the encoder stage of an autoencoder
maps \( x \in \mathbb{R}^d = \mathcal{X} \) to \( z \in \mathbb{R}^p = \mathcal{F} \) (\( z \) is hidden layer, for this simplest case, it is also the mid-layer of the whole autoencoder). The encoder \( E(\cdot) \) and the decoder \( D(\cdot) \) can be defined as transitions \( \phi \) and \( \psi \). An autoencoder \( \mathcal{AE} \) can be written in the following form:

\[
\phi : \mathcal{X} \rightarrow \mathcal{F} \\
\psi : \mathcal{F} \rightarrow \mathcal{X}
\]

\[\mathcal{AE}_{\phi, \psi} = \text{argmin}_{\phi, \psi} \| X - \psi(\phi(X)) \|_F^2 \]

The encoder stage of the autoencoder maps \( x \) to a mid-layer \( z \) (usually in lower dimension):

\[ z = \sigma(Wx + b) \quad (2.4) \]

The decoder stage of the autoencoder maps \( z \) to the reconstruction \( x' \) of the same shape and in the same dimension with original data \( x \):

\[ x' = \sigma'(W'z + b') \quad (2.5) \]

In the training process, autoencoders are usually trained to minimize reconstruction errors (such as squared errors) between original \( x \) and the reconstructed \( x' \):

\[ \mathcal{L}(x, x') = \| x - x' \|^2 = \| x - \sigma'(W'(\sigma(Wx + b)) + b') \|^2 \quad (2.6) \]

where \( x \) is usually averaged over some input training set [2].

### 2.3 Canonical Correlation Analysis

In statistics, Canonical Correlation Analysis (CCA) is a way of inferring information from cross-covariance matrices. If we have two vectors \( X = (X_1, ..., X_n) \) and \( Y = (Y_1, ..., Y_m) \) of random variables, and there are correlations among the variables, then CCA will find linear combinations of the \( X_i \) and \( Y_j \) which have maximum correlation with each other [13]. In this Section, we are inspired by, and closely follow the notation and derivations, that can be found in Pezeshki and Scharf, 2004 [5].

Consider two random vectors \( x \in \mathbb{R}^m \) and \( y \in \mathbb{R}^n \). Let \( z = \begin{bmatrix} x^T & y^T \end{bmatrix}^T \in \mathbb{R}^{m+n} \). We assume
that \( x \) and \( y \) have zero means and share the nonsingular composite covariance matrix

\[
R_{zz} = E[z z^T] = \begin{bmatrix} R_{xx} & R_{xy} \\ R_{xy} & R_{yy} \end{bmatrix}
\]

(2.7)

where the elements of the cross-covariance matrix \( R_{xy} \) are inner products in the Hilbert space of second-order random variables. \( R_{xy}[i,j] = E[x_i y_j] \) is the inner product between random variables \( x_i \) and \( y_j \) in the Hilbert space.

The coherence matrix of \( x \) and \( y \) is defined as

\[
C = E[(R_{xx}^{-1/2}x)(R_{yy}^{-1/2}y)^T] = R_{xx}^{-1/2}R_{xy}R_{yy}^{-T/2}
\]

(2.8)

A singular value decomposition (SVD) for the coherence matrix \( C \) may be written as

\[
C = R_{xx}^{-1/2}R_{xy}R_{yy}^{-T/2} = F\Sigma G^T,
\]

\[
F^T CG = F^T R_{xx}^{-1/2}R_{xy}R_{yy}^{-T/2}G = \Sigma
\]

(2.9)

where \( F \in \mathbb{R}^{m \times m} \) and \( G \in \mathbb{R}^{n \times n} \) are orthogonal matrices and the matrix \( \Sigma \) is a diagonal singular value matrix with \( \Sigma(m) = \text{diag}[\sigma_1, \sigma_2, ..., \sigma_m] \); \( \sigma_1 \geq \sigma_2 \geq ... \geq \sigma_m > 0 \). Let the elements of \( u \in \mathbb{R}^m \) and \( v \in \mathbb{R}^n \) be the canonical coordinates of \( x \) and \( y \).

The diagonal matrix

\[
\Sigma = F^T CG = F^T R_{xx}^{-1/2}R_{xy}R_{yy}^{-T/2}G = E[(F^T R_{xx}^{-1/2}x)(G^T R_{yy}^{-T/2}y)^T] = E[u v^T]
\]

(2.10)

is the canonical correlation matrix. Each \( \sigma_i \) is the correlation between pairs of canonical coordinates \((u_i, v_i)\).

From the above equation, we extract the following expression for canonical variables \( u \) and \( v \):

\[
u = F^T R_{xx}^{-1/2}x, \quad v = G^T R_{yy}^{-T/2}y
\]

(2.11)

The standard measure of linear dependence for the composite vector is the Hadamard ratio where the ratio takes the value 0 if and only if there is linear dependence among the elements of the composite vector and takes the value 1 if and only if elements of the composite vector are mutually uncorrelated.
In [5], the authors make a decomposition of the Hadamard ratio and derived the following term

\[ L = \det(I - \Sigma \Sigma^T) = \prod_{i=1}^{m}(1 - \sigma_i^2); \quad 0 \leq L \leq 1 \tag{2.12} \]

which measures the linear dependence between \( x \) and \( y \). Correspondingly,

\[ H = 1 - L = 1 - \det(I - \Sigma \Sigma^T) = 1 - \prod_{i=1}^{m}(1 - \sigma_i^2); \quad 0 \leq H \leq 1 \tag{2.13} \]

measures the linear coherence between \( x \) and \( y \).

### 2.4 Kernel Methods

Kernel methods owe their name to the use of kernel functions, which enable them to operate in a high-dimensional, implicit feature space without ever computing the coordinates of the data in that space, but rather by simply computing the inner products between the images of all pairs of data in the feature space. This operation is often computationally cheaper than the explicit computation of the coordinates. This approach is called the “kernel trick” [18]. Given \( x_i \) and \( y_j \), the function \( K(x_i, y_j) : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R} \) is often referred to a kernel function.

![Kernel Function](image)

Figure 2.4: A visual demonstration of kernel function. A kernel function maps data from original feature space to a higher dimensional space and avoids the explicit mapping that is needed to get linear learning algorithms to learn a nonlinear function or decision boundary [42].

In particular, Mercer’s theorem [20] provides a mathematical foundation for the kernel methods.
2.4.1 Positive Definite Kernel

A positive definite kernel is a generalization of a positive definite function or a positive definite matrix. It makes sure there is a corresponding inner product space for \( x \) and \( y \). Its greatest advantage is that positive definite kernels can be defined on every set. Therefore it can be applied to data of any type.

**Definition.** [19] A kernel is a symmetric continuous function

\[
K : [a, b] \times [a, b] \rightarrow \mathbb{R} \tag{2.14}
\]

where symmetric means that \( K(x, s) = K(s, x) \). \( K \) is said to be positive definite if and only if

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} K(x_i, x_j)c_i c_j > 0 \tag{2.15}
\]

The computation for kernel function \( K \) is made much simpler if the kernel can be written in the form of a "feature map" \( \varphi : \mathcal{X} \rightarrow \mathcal{V} \) which satisfies \( K(x, x') = \langle \varphi(x), \varphi(x') \rangle_{\mathcal{V}} \). However, the key restriction is that \( \langle \cdot, \cdot \rangle_{\mathcal{V}} \) must be a proper inner product. While some problems in machine learning do require an explicit representation for \( \varphi \), \( \varphi \) is not necessary as long as \( \mathcal{V} \) is an inner product space [19].

In KPCA or KCCA, a kernel function maps data from original space to an inner product space \( \mathcal{RKHS} \) to ensure both the existence of an inner product and the evaluation of every function in this space at every point in the domain. From the definition of \( \mathcal{RKHS} \), the corresponding kernel function should be both symmetric and positive definite [10].

2.4.2 Schoenberg’s Theorem

Suppose a kernel function \( K \) is not positive definite, it may not represent an inner product in any Hilbert space. Here is one way to see. A kernel \( K \) is positive definite if and only if for all samples of \( n \) points, its corresponding kernel matrix \( \mathcal{K} \) is a positive definite matrix. With a positive definite \( \mathcal{K} \), by Cholesky decompose \( \mathcal{K} = LL^T \), each row of \( L \) is one mapped point in the inner product space. If \( K \) is not positive definite, the matrix \( \mathcal{K} \) may also not be positive definite. Consequently, Cholesky does not work and there is no corresponding inner product space.

**Definition.** A function \( f \) with domain \((0, \infty)\) is said to be completely monotonic, if it possesses
derivatives $f^{(n)}(x)$ for all $n = 0, 1, 2, 3, \ldots$ and if $(-1)^n f^{(n)}(x) \geq 0$ [21].

Schoenberg [22] provides a method to ensure the kernel function to be positive definite: If $f(t)$ is a completely monotonic function, then the radial kernel

$$K(x, y) = f(\|x - y\|^2)$$

(2.16)

is positive definite on any Hilbert space. Since the radial kernel is already symmetric, the above Schoenberg’s theorem provides us a direct way to get a symmetric positive definite kernel function satisfying RKHS definition for our model.

### 2.5 KCCA

In section 2.3, we explain CCA step by step. For two random vectors $x \in \mathbb{R}^m$ and $y \in \mathbb{R}^n$, let $z = \left[ x^T \ y^T \right]^T \in \mathbb{R}^{m+n}$ and assume that $x$ and $y$ have zero means. Formula 2.7 is the covariance matrix of $x$ and $y$. The elements of the cross-covariance matrix $R_{xy}$ are inner products in Hilbert space of second-order random variables. $R_{xy}[i, j] = E[x_i y_j]$ is the inner product between random variables $x_i$ and $y_j$ in the Hilbert space. To leverage the power of non-linearity, we apply kernel methods to CCA. As in the linear case, the aim of KCCA is to find canonical variables of the input data. Thus we derive its calculation based upon the formulas for CCA in section 2.3.

Here, to obtain the covariance matrix of $x$ and $y$ in RKHS, we define

$$R_{xx}[i, j] = K(x_i, x_j)$$
$$R_{xy}[i, j] = K(x_i, y_j)$$
$$R_{yx}[i, j] = K(y_i, x_j)$$
$$R_{yy}[i, j] = K(y_i, y_j)$$

(2.17)

where $K(x_i, y_j) : \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ is a positive definite kernel function. Thus the covariance matrix
becomes

\[
R_{zz} = \begin{bmatrix}
R_{xx} & R_{xy} \\
R_{xy} & R_{yy}
\end{bmatrix} = 
\begin{bmatrix}
K(x_1, x_1) & \ldots & K(x_1, x_m) \\
\vdots & \ddots & \vdots \\
K(x_m, x_1) & \ldots & K(x_m, x_m)
\end{bmatrix} \begin{bmatrix}
K(x_1, y_1) & \ldots & K(x_1, y_n) \\
\vdots & \ddots & \vdots \\
K(y_1, y_1) & \ldots & K(y_1, y_n)
\end{bmatrix}
\]

(2.18)

where the elements of the cross-covariance matrix \( R_{xy} \) are inner products in the RKHS of random variables \( x \) and \( y \). \( R_{xy}[i,j] = K(x_i, y_j) \) is the inner product between random variables \( x_i \) and \( y_j \) in the RKHS.

We mimic all the remaining formulas from 2.8 to 2.13, except that, with kernel methods, \( L \) and \( H \) now measure the non-linear dependence and non-linear coherence between \( x \) and \( y \) respectively.

### 2.6 Principal Component Analysis

Principal Component Analysis (PCA) is a popular unsupervised learning approach for discovering a low-dimensional set of features from a large set of variables. We rest our introduction to this algorithm upon the definitions in [17] and closely follow its organization. For high-dimensional data, principal components allow us to summarize this set with a smaller number of representative variables that collectively explain most of the variability in the original set.

PCA refers to the process by which principal components are computed, and the subsequent use of these components in understanding the data. The first principal component of a set of features \( X = (X_1, X_2, \ldots, X_p) \) is the normalized linear combination of the features

\[
Z_1 = \alpha_{11}X_1 + \alpha_{21}X_2 + \ldots + \alpha_{p1}X_p
\]

(2.19)
that has the largest variance. The first principal component vector $z_1$ solves the following optimization problem:

$$\text{minimize} \quad \left\| D - D' \right\|_F \quad \text{subject to} \quad \text{rank}(D') \leq r \quad (2.20)$$

where $D$ is data matrix and $r$ is a desired rank. This can be solved via an eigen decomposition, a standard technique in linear algebra.

After the first principal component $Z_1$ of the features has been determined, we can find the second principal component $Z_2$. The second principal component is the linear combination of $X = (X_1, X_2, ..., X_p)$ that has maximal variance out of all linear combinations that are uncorrelated with $Z_1$. The third principal component is the linear combination of $X = (X_1, X_2, ..., X_p)$ that has maximal variance out of all linear combinations that are uncorrelated with $Z_1$ and $Z_2$. So on and so forth.

Finally, we will have totally $p$ unique principal components $Z_1, Z_2, ..., Z_p$. Each unique principal component $Z_i$ explains a specific percentage of variance to the original dataset, a positive quantity, ranging from 0 to 1. And the percentages of all $p$ principal components sum to 1. In most programming PCA tools, the principal components appear with a descending order of the percentages by variance they explain. These percentages are cumulative, indicating the cumulative variance explained to the original dataset by their corresponding principal components. Thus, to understand the data and execute proceeding analysis after PCA, we typically extract first $k$ principal components $Z_1, Z_2, ..., Z_k, k < p$. These $k$ principal components usually explain most of the variance of the original data, above 90% or 95%.
Chapter 3

Model Design

In Section 2.1 and 2.2, we describe how autoencoders learn through training and finally reconstruct data $x$ back to its original space with minimal reconstruction errors. Herein we modify this task: given an input data set $x$, we want our model to reconstruct another data set $y$. From initial experiments on autoencoders, we find that the reconstruction results are mediocre. Actually, an autoencoder does not have explicit training process to explore the dependency between two datasets $x$ and $y$. Instead, it merely explores “direct mapping” from one cluster of patterns to another one. This leads to devastating issues in reconstruction results (In next Chapter, we will use some image examples to demonstrate this deficiency). To better accomplish the new task, we introduce CCA and KCCA to explore the dependency between the pair of input data sets.

In this Chapter, we will introduce three models, the Non-Coherence Encoder (NCE), the Coherence Encoder (CE) and the Kernel Coherence Encoder (KCE) as well as their theoretical details. NCE is designed without CCA and coherence. In this model, the connection between the two data sets is explored exclusively through deep learning. In CE, we apply linear CCA within its encoder phase which outputs linear canonical variables to the decoder phase. In KCE, the ultimate model of the thesis research, we substitute linear CCA with KCCA thus extending the encoder phase to a non-linear stage. Notably, the decoder phases for these three models have exactly the same structure.
3.1 Non-Coherence Encoder (NCE)

This Section is a general introduction to NCE. The flowchart in figure 3.1 provides a step-by-step description. The model is divided into two phases, the encoder phase, and the decoder phase. Though having a different structure from an autoencoder, it maintains its major properties: dimension reduction, non-linear mapping, and reconstruction error minimization. The encoder phase reduces the dimension of input data, while the decoder phase maps data back to their original spaces and finish the reconstruction.

Original Dataset $x \in \mathbb{R}^n$ and $y \in \mathbb{R}^n$

- PCA on $x$, obtaining $k$ principal components $z_x \in \mathbb{R}^k$
- Linear neural network mapping $z_x$ to $z'_y \in \mathbb{R}^k$. PCA reconstruction on $z'_y$, obtaining $y'' \in \mathbb{R}^n$
- Nonlinear encoder, obtaining reconstructed data $y'$
- Nonlinear encoder, obtaining reconstructed data $x'$
- Evaluate the reconstruction results with proper metric

Figure 3.1: Flowchart: Structure of NCE
3.1.1 Encoder Phase

The only step in the encoder phase of the model NCE is PCA. We reduce the dimension of the original data to a low-dimensional space where the principal components contain most information of the data.

PCA

In real-life problems, data $x \in \mathbb{R}^n$ and $y \in \mathbb{R}^n$ are usually high-dimensional, addressing the concern about computational efficiency, and moreover, over-fitting [17] that makes our model neither efficient nor effective. So we apply PCA to reduce the dimensions of original data. As we described in Chapter 2, PCA is a dimension reduction algorithm that allows us to summarize high-dimensional data set with a smaller number of representative variables that collectively explain most of the variability in the original set.

To reach a trade-off between model accuracy and the above two concerns, we take the first $k$ principal components $Z_1, Z_2, ..., Z_k$ that explain over 90% variance of the original data, where $k$ is a much smaller integer compared with the original dimension $n$. As a result, the input data for the KCCA step become $z_x \in \mathbb{R}^k$ and $z_y \in \mathbb{R}^k$. Meanwhile, we keep the eigenvectors and means of $x$ and $y$ generated in this step for PCA reconstruction.

3.1.2 Decoder Phase

The decoder phase of NCE maps $z_x$ to $y'$ and $z_y$ to $x'$ through three steps: linear ANNs, PCA reconstruction, and non-linear ANNs.

Linear ANNs

The first step for the decoder phase is to transfer $z_x$ and $z_y$ to the spaces of principle components $z_y$ and $z_x$ respectively. Here we use a pair of two-layer linear ANNs to map $z_x$ and $z_y$ to $z_y'$ and $z_x'$, namely $\gamma_1$ and $\gamma_2$:

$$
\begin{align*}
    z_y' &= W_{1,2}(W_{1,1}z_x + b_{1,1}) + b_{1,2} \\
    z_x' &= W_{2,2}(W_{2,1}z_y + b_{2,1}) + b_{2,2}
\end{align*}
$$

$$
\begin{align*}
    \gamma_1(W_{1,1}, W_{1,2}, b_{1,1}, b_{1,2}) &= \arg\min_{W_{1,1}, W_{1,2}, b_{1,1}, b_{1,2}} \|z_y - z_y'\|^2 \\
    \gamma_2(W_{2,1}, W_{2,2}, b_{2,1}, b_{2,2}) &= \arg\min_{W_{2,1}, W_{2,2}, b_{2,1}, b_{2,2}} \|z_x - z_x'\|^2
\end{align*}
$$

(3.1)

$\gamma_1$ and $\gamma_2$ provide us $z_y'$ and $z_x'$ with minimal difference to $z_y$ and $z_x$ respectively.
**PCA Reconstruction**

In PCA reconstruction step, the principal components $z_x$ and $z_y$ are mapped back to the original feature space of $y$ and $x$ with the following approach:

\[
PCA \text{ reconstruction} = \text{Principal Components} \cdot \text{Eigenvectors}^T + \text{Mean} \tag{3.2}
\]

Eigenvectors map the principal components $z \in \mathbb{R}^k$ back to the original feature space $x' \in \mathbb{R}^n$. In this step, we make use of the eigenvectors and means of $y$ and $x$ obtained in encoder phase:

\[
y'' = z'_y \cdot \text{Eigenvectors}_y^T + \text{Mean}_y
\]

\[
x'' = z'_x \cdot \text{Eigenvectors}_x^T + \text{Mean}_x \tag{3.3}
\]

**Non-linear ANNs**

From experimental results, we find that the results of PCA reconstruction $y''$ and $x''$, though in the feature space of $y$ and $x$, are not precise reconstruction. On the one hand, PCA reconstruction amplifies training errors from $\mathbb{R}^k$ to $\mathbb{R}^n$. On the other hand, since the $k$ principal components explain about 90% variances, a small part of the information from the original data gets lost. For these two reasons, we need one more training step where the errors are computed in the feature spaces of original data sets.

This training process for our model is a pair of two-layer non-linear ANNs mapping $y''$ to $y'$ and $x''$ to $x'$ respectively. It minimizes the error between $y'$ and original data $y$ and error between $x'$ and original data $x$. We define the two ANNs as $\mathcal{E}_1$ and $\mathcal{E}_2$:

\[
y' = W_{1,3}(W_{1,4}y'' + b_{1,3}) + b_{1,4}
\]

\[
x' = W_{2,3}(W_{2,4}x'' + b_{2,3}) + b_{2,4}
\]

\[
\mathcal{E}_1(W_{1,3}, W_{1,4}, b_{1,3}, b_{1,4}) = \arg\min_{W_{1,3}, W_{1,4}, b_{1,3}, b_{1,4}} \| y - y' \|^2 \tag{3.4}
\]

\[
\mathcal{E}_2(W_{2,3}, W_{2,4}, b_{2,3}, b_{2,4}) = \arg\min_{W_{2,3}, W_{2,4}, b_{2,3}, b_{2,4}} \| x - x' \|^2
\]

This is the last step of the whole model. Once the training errors converge, we obtain reconstruction $y'$ and $x'$ and evaluate the model performance.
### 3.2 Coherence Encoder (CE)

This Section is a general introduction to CE. The flowchart in figure 3.2 provides a stepwise description of the model. CE also has encoder phase and decoder phase. Comparing with NCE, the encoder phase contains CCA while the decoder phase remains the same.

![Flowchart: Structure of CE](image)

**Figure 3.2: Flowchart: Structure of CE**

#### 3.2.1 Encoder Phase

In the encoder phase of CE, we apply linear CCA to extract the connection between the two data sets. More precisely, CCA is done with the principal components of the original data.
PCA

The PCA step is exactly the same with the encoder phase of NCE. It takes original data $x \in \mathbb{R}^n$ and $y \in \mathbb{R}^n$ and generates their principal components $z_x \in \mathbb{R}^k$ and $z_y \in \mathbb{R}^k$.

CCA

In this step, CE extracts correlation between two sets of principal components by linear CCA. Here we obtain the canonical variables $u$ and $v$ corresponding to $z_x$ and $z_y$.

The calculation is based upon formulas in Section 2.3. Given principal components $z_x \in \mathbb{R}^k$ and $z_y \in \mathbb{R}^k$. Let $z = \begin{bmatrix} z_T T \ y_T T \end{bmatrix} \in \mathbb{R}^{2k}$. We obtain the following covariance matrix

$$R_{zz} = E[z z^T] = \begin{bmatrix} R_{zz \bar{x}} & R_{xz \bar{y}} \\ R_{zz \bar{y}} & R_{zy \bar{y}} \end{bmatrix} (3.5)$$

Then, with formulas 2.8 to 2.11, we get the canonical variables $u$ and $v$,

$$u = F^T R_{xx}^{-1/2} x, \quad v = G^T R_{yy}^{-1/2} y \quad (3.6)$$

3.2.2 Decoder Phase

As we mentioned earlier, the decoder phase of CE shares exactly the same structure with the decoder phase of NCE. The only difference is that here we take canonical variables $u$ and $v$ as the input of the decoder phase.

$$z_y' = W_{1,2}(W_{1,1}u + b_{1,1}) + b_{1,2}$$

$$z_x' = W_{2,2}(W_{2,1}v + b_{2,1}) + b_{2,2}$$

$$\gamma_1(W_{1,1}, W_{1,1}, b_{1,1}, b_{1,2}) = \arg\min_{W_{1,1}, W_{1,2}, b_{1,1}, b_{1,2}} \left\| z_y - z_y' \right\|^2$$

$$\gamma_2(W_{2,1}, W_{2,2}, b_{2,1}, b_{2,2}) = \arg\min_{W_{2,1}, W_{2,2}, b_{2,1}, b_{2,2}} \left\| z_x - z_x' \right\|^2$$

3.3 Kernel Coherence Encoder (KCE)

Based on the ideas of autoencoder and linear CCA, we built CE. In KCE we extend the traditional CCA from linear to non-linear by kernel methods and increase the performance of CCA in a similar way by leveraging the non-linear capabilities of autoencoders. The flowchart in figure 3.3 provides a stepwise description of KCE.
3.3.1 Encoder Phase

In the encoder phase of KCE, we apply KCCA to extract the nonlinear dependency between the two datasets. More precisely, KCCA is done with the principal components of the original data.

PCA

The PCA step is exactly the same with the encoder phase of NCE. It takes original data \( x \in \mathbb{R}^n \) and \( y \in \mathbb{R}^n \) and generates their principal components \( z_x \in \mathbb{R}^k \) and \( z_y \in \mathbb{R}^k \).

KCCA

evaluate the reconstruction results with proper metric
In this step, we are supposed to train an optimal kernel function that maximizes the coherence between the pair of principal components $z_x$ and $z_y$ and obtain the canonical variables $u$ and $v$ corresponding to $z_x$ and $z_y$.

To ensure that for any scalar $z_{x,i}$ in $z_x = (z_{x,1}, z_{x,2}, ..., z_{x,k})$ and $z_{y,j}$ in $z_y = (z_{y,1}, z_{y,2}, ..., z_{y,k})$ the kernel function $K(z_{x,i}, z_{y,j})$ always represents an inner product in the Hilbert space, this kernel function has to be positive definite. One way to satisfy this constraint is to apply Schoenberg’s theorem: if $f(t)$ is a completely monotonic function, then the radial kernel $K(z_{x,i}, z_{y,j}) = f(\|z_{x,i} - z_{y,j}\|^2)$ is positive definite on any Hilbert space. We use one of the simplest completely monotonic function

$$f(t) = e^{-\alpha t + \beta}, \alpha > 0$$

(3.8)

$$K(z_{x,i}, z_{y,j}) = e^{-\alpha \|z_{x,i} - z_{y,j}\|^2 + \beta}$$

(3.9)

To maximize the non-linear coherence of the input pair of data, we set non-linear dependence as the cost function in the training process. Summarizing [5], we extract the following formulas in Chapter 2. $L$ and $H$ represent nonlinear dependence and coherence between $z_x$ and $z_y$.

$$L = \det(I - \Sigma \Sigma^T) = \prod_{i=1}^{m} (1 - \sigma_i^2); 0 \geq L \geq 1$$

(3.10)

$$L = \frac{\det(R_{zz})}{\det(R_{xz}) \det(R_{zy})} = \frac{\det \left( \begin{bmatrix} R_{xz} & R_{zy} \\ R_{zy} & R_{z} \\ \end{bmatrix} \right)}{\det(R_{xz}) \det(R_{zy})}$$

(3.11)

$$H = 1 - L = 1 - \frac{\det \left( \begin{bmatrix} R_{xz} & R_{zy} \\ R_{zy} & R_{z} \\ \end{bmatrix} \right)}{\det(R_{xz}) \det(R_{zy})}$$

(3.12)

One problem of the above formulas is that they are sensitive to high-dimensional space. If one $\sigma_i$ is large, the result of dependence formula tends to 0 and coherence tends to 1. As a result, the coherence between $z_x$ and $z_y$ tends to small if any $z_x$ is predictable for any $z_y$ or any $z_y$ is predictable for any $z_x$. On the other hand, the high-dimensional covariance matrix can be close to singular and makes it difficult to compute determinant, as is required by using a coherence metric. Here we propose a novel element-wise modification to the calculation of dependence.
and coherence to avoid above issues:

\[
L_{i,j} = \frac{\det \left( \begin{bmatrix} R_{x,i,z_x,i} & R_{x,i,z_y,j} \\ R_{y,j,z_x,i} & R_{y,j,z_y,j} \end{bmatrix} \right)}{\det(R_{x,i,z_x,i}) \det(R_{y,j,z_y,j})} = \frac{R_{x,i,z_x,i} R_{y,j,z_y,j} - R_{x,i,z_y,j} R_{y,j,z_x,i}}{R_{x,i,z_x,i} R_{y,j,z_y,j}} \tag{3.13}
\]

\(L_{i,j}\) represents the element-wise dependence between \(z_{x,i}\) and \(z_{y,j}\). Now we have

\[
L = \frac{\sum_{i,j=1}^{k} (L_{i,j})^2}{n^2} \tag{3.14}
\]

\[
C = 1 - L = 1 - \frac{\sum_{i,j=1}^{k} (L_{i,j})^2}{n^2} \tag{3.15}
\]

By our new formula, the novel coherence \(C\) is small if and only if all \(z_x\) is predictable from \(z_y\) and all \(z_y\) is predictable from \(z_x\). As a result, in the encoder phase of KCE, the connection between \(x\) and \(y\) comes only from the element-wise coherence between \(z_x\) and \(z_y\) in the RKHS.

We define \(\kappa\) as the kernel function training process

\[
\kappa = \arg\min_{\alpha,\beta} L \tag{3.16}
\]

Once the cost converges to a small value, we obtain the parameters \(\alpha\) and \(\beta\) and the corresponding optimal kernel function \(K(z_{x,i}, z_{y,j}) = e^{-\alpha \|z_{x,i} - z_{y,j}\|^2 + \beta}\).

The representation of \(R_{z_x}\) follows formula 2.18 while the remaining calculation of canonical variables \(u\) and \(v\) follows formulas 2.8 to 2.11.

### 3.3.2 Decoder Phase

The decoder phase of the KCE shares exactly the same structure with the decoder phases of the other two models.
Chapter 4

Numerical Results

In this Chapter, we demonstrate the effectiveness of our proposed models using the well-known image recognition MNIST data set. With some proper quantitative metrics, we will evaluate the reconstruction images by NCE, CE, and KCE.

4.1 Data Sets

MNIST data set [39] is a classical data set widely used for machine learning and deep learning study, especially in image processing and pattern recognition problems. With feature data (pixel values of images) and labels provided, it can be used for both supervised and unsupervised learning. The data set contains 55000 images for training and 10000 images for testing. Each image is a $28 \times 28$ pixel picture of a human hand-written digit (0-9) one 0-to-1 grayscale canvas with the pure black background (pixel value 0.0) and pure white writing (pixel value 1.0).

Figure 4.1: Part of samples of MNIST hand-written digit image database [47].
To fit our model design, we need a pair of data sets with some correlations in between. Our strategy is to cut each image (784 pixels) to upper and lower parts with equal sizes (14 $\times$ 28), as shown in Figure 4.2. The upper parts of the images are $x$ and the lower parts of the images are $y$. In this circumstance, features in $x$ and $y$ are dependent on each other.

Given the labels indicating the digit, we group the images by their labels thus each group contains images corresponding to only one digit. We test our model for each group separately where images share similar features and patterns of that digit. This is to ensure the strength of dependency between two data sets.

![Figure 4.2: 36 examples of upper and lower parts of digit 7 images.](image)

The experimental result indicates that the first 10 principal components explain more than 90% variance of the original image data. Thus we set $k = 10$ for PCA.
4.2 Implementation Detail

4.2.1 TensorFlow

TensorFlow [14,15] is an open source software library for numerical computation using data flow graphs, a machine learning system that operates at large scale and in heterogeneous environments. It comes with strong support for machine learning and deep learning and the flexible numerical computation core is used across many other scientific domains. This system gives great flexibility to the application developer and enables developers to experiment with novel optimizations and training algorithms. In Chapter 3, we mention a kernel function optimization training $\kappa$ (3.15), linear ANNS $\gamma$ (3.1) and non-linear ANNs $E$ (3.4). These pieces of training are implemented on TensorFlow.

![Figure 4.3: A schematic TensorFlow dataflow graph for a training pipeline, containing subgraphs for reading input data, preprocessing, training, and checkpointing state [46].](image)

4.2.2 Gradient Descent Optimization

Gradient descent optimization [29] is one of the most popular algorithms to perform optimization and by far the most common way to optimize artificial neural networks. Here we briefly introduce one of the variants of gradient descent, batch gradient descent, which is applied by TensorFlow class `tf.train.GradientDescentOptimizer` [28]. In code, batch gradient descent looks something like this:

```python
for i in range(# epochs):
    params_grad = evaluate_gradient(cost_function, data, params) # (4.1)
    params = params - learning_rate * params_grad
```
For example, for the following optimization $\phi$ with parameters $W$ and $b$,

$$h = f(Wx + b)$$

$$cost = \|x - x'\|_2$$

$$\phi = \arg\min_{W,b} cost$$

In each step (epoch) $i$, batch gradient descent computes the gradient of the cost function with respect to the parameters for the entire training dataset:

$$G(W_i) = \frac{\partial \text{cost}}{\partial h} \frac{\partial h}{\partial f(W_i)} \frac{\partial f(W_i)}{dW_i}$$

$$G(b_i) = \frac{\partial \text{cost}}{\partial h} \frac{\partial h}{\partial f(b_i)} \frac{\partial f(b_i)}{db_i}$$

$$W_{i+1} = W_i - \alpha G(W_i)$$

$$b_{i+1} = b_i - \alpha G(b_i)$$

(4.3)

where $\alpha$ refers to learning rate and $G()$ refers to the gradient of a parameter. In TensorFlow implementation, we can use a one-line code

`optimizer = tf.train.GradientDescentOptimizer(learning_rate).minimize(cost)`

### 4.2.3 Training Parameters

We set the training parameters for all training processes in the models:

- hidden layer dimension = 100,
- learning rate = 0.01,
- training epochs = 2000,
- batch size = 100

Based on experiments, we conclude that these parameters make sure all the steps can be well trained. For a fair comparison, we keep the parameters consistent in all models.

### 4.3 Evaluation Metrics

To evaluate the reconstruction results, we specify multiple metrics. For image data, for example, the most direct way to check reconstruction performance is to convert the output data back to original canvas size and print the image with reshaped data. Then we can evaluate the
reconstruction visually by comparing the reconstruction image with original image. Usually, this is a very effective approach. However, it is not guaranteed that human eyes are able to identify all trivial differences between two images, and it is hard to claim which model works better if two models output similar reconstruction images, or demonstrate visually indistinguishable levels of performance. Thus it is necessary to introduce some quantitative measures.

Our purpose here is to compare the reconstructed image data and original image data by quantifying the error, the distance or the similarity between them. This is equivalent to the Image Similarity Analysis [30, 31, 34]. We apply 5 different metrics: $L^2$-norm [32], Pearson Correlation score [30], cross-correlation [34], Bhattacharyya distance [31] and Fast Fourier Transform (FFT) rank [31].

4.3.1 $L^2$-Norm

For real vectors $x = [x_1, x_2, ... x_n]$, $L^2$-Norm [32] is given by

$$
\|x\|_2 = \sqrt{\sum_{i=1}^{n} x_i^2}
$$

(4.4)

The $L^2$-Norm is also known as the Euclidean norm because it measures the distance in Euclidean space. For output data vector $x'$ and $y'$, we can measure their reconstruction error by calculating $L^2$-Norm of $x - x'$ and $y - y'$ respectively.

$$
\|x - x'\|_2 = \sqrt{\sum_{i=1}^{n} (x_i - x'_i)^2}
$$

$$
\|y - y'\|_2 = \sqrt{\sum_{i=1}^{n} (y_i - y'_i)^2}
$$

(4.5)

Note that $L^2$-Norm works for data as vectors. After reshaping the data to matrix form, the measure turns to Frobenius norm [32]. But the result will not change.

4.3.2 Pearson Correlation Score

Pearson Correlation Coefficient [30, 33] is a measure of the linear correlation between two variables $x$ and $y$. It has a value between -1 and +1, where 1 indicates total positive linear correlation, 0 is no linear correlation, and 1 is the total negative linear correlation. Accordingly,
Pearson Correlation score measures how highly correlated are two variables. A score of 1 indicates that the data objects are perfectly correlated but in this case, a score of -1 means that the data objects are not correlated. In other words, the Pearson Correlation score quantifies how well two data objects fit a line.

In essence, the Pearson Correlation score finds the ratio between the covariance and the standard deviation of both objects. In our case, we calculate the Pearson Correlation score between $x$ and $x'$, $y$ and $y'$ as the following:

$$\text{Pearson}(x, x') = \frac{\sum xx' - \sum x \sum x'}{\sqrt{(\sum x^2 - (\sum x)^2)(\sum x'^2 - (\sum x')^2)}}$$

(4.6)

$$\text{Pearson}(y, y') = \frac{\sum yy' - \sum y \sum y'}{\sqrt{(\sum y^2 - (\sum y)^2)(\sum y'^2 - (\sum y')^2)}}$$

Since the model generates data in the same scale with input data, a larger Pearson Correlation score here refers to greater similarity, thus better reconstruction result.

### 4.3.3 Cross-correlation

In signal processing, cross-correlation [34] is a measure of similarity of two series as a function of the displacement of one relative to the other. This measure has been used in medical image registration. For 1-dimensional data, this approach is essentially same as Pearson correlation coefficient score method:

$$CC(x, x') = \frac{\sum_{i=1}^{n}(x_i - \overline{x})(x'_i - \overline{x'})}{n\sqrt{\text{var}(x)\text{var}(x')}}$$

(4.7)

$$CC(y, y') = \frac{\sum_{i=1}^{n}(y_i - \overline{y})(y'_i - \overline{y'})}{n\sqrt{\text{var}(y)\text{var}(y')}}$$

However, for 2-dimensional data, this measure has one advantage: it takes care of the data shifting just like cross-correlation method takes care of the time-delay between signals in signal processing. In our case, let $c2d()$ represents 2-dimensional cross-correlation computation, for
the reshaping data $x, y, x', y' \in \mathbb{R}^{m \times n}$,

$$CC2d_x = c2d\left(\frac{x - \bar{x}}{\sqrt{\text{var}(x)}}, \frac{x' - \bar{x}'}{\sqrt{\text{var}(x')}}\right) / (m \cdot n)$$

$$CC2d_y = c2d\left(\frac{y - \bar{y}}{\sqrt{\text{var}(y)}}, \frac{y' - \bar{y}'}{\sqrt{\text{var}(y')}}\right) / (m \cdot n)$$

(4.8)

Here $CC2d_x$ and $CC2d_y$ are two arrays containing cross-correlation coefficients (range -1 to 1) in different phases. We select the maximum values of them to represent the similarity between $x$ and $x'$ and between $y$ and $y'$ respectively.

### 4.3.4 Bhattacharyya Distance

In statistics, the Bhattacharyya distance [31, 35, 36] measures the similarity of two discrete or continuous probability distributions. In image processing, this measure can be used to determine the relative closeness of the two samples being considered. In our case [31],

$$d(x, x') = \sqrt{1 - \frac{1}{\sqrt{xx'^2 n^2}} \sum_{i=1}^{n} \sqrt{x_i x'_i}}$$

$$d(y, y') = \sqrt{1 - \frac{1}{\sqrt{yy'^2 n^2}} \sum_{i=1}^{n} \sqrt{y_i y'_i}}$$

(4.9)

A zero Bhattacharyya distance means that two data are exactly the same. Larger Bhattacharyya distance refers to greater gap or difference between them.

### 4.3.5 FFT Rank

Fourier transform [37] is an important image processing tool which is used to transform an image from the spatial domain into frequency domain. A Fast Fourier transform (FFT) [38] reduces the complexity of Fourier transform from $N^2$ to $N \log N$. This major improvement of computational makes FFT practically possible in many applications. FFT is an algorithm that samples a signal (or signal-like data) over a period of time (or space) and transforms it into its frequency domain. In the frequency domain, each point represents a particular frequency contained in the spatial domain. The points in frequency domain have both real and imaginary parts, which represent magnitude and phase respectively. In our evaluation of reconstruction, we use only the real part (magnitude) of the FFT results, as it contains most of the information.
of original data in the spatial domain.

In our case, we use the following rank formula as our metric for comparison. Here \( x, y, x', y' \) refer to intensity values of data (data in spatial domain), and \( F_x, F_y, F_{x'}, F_{y'} \) represent the average frequency values of them (in frequency domain) [31].

\[
rank(x, x') = \text{real} \left( \frac{\left( \sum_{i=1}^{n} x_i x'_i - n F_x F_{x'} \right)^2}{\left( \sum_{i=1}^{n} |x_i|^2 - n F_x^2 \right) \left( \sum_{i=1}^{n} |x'_i|^2 - n F_{x'}^2 \right)} \right) \\
rank(y, y') = \text{real} \left( \frac{\left( \sum_{i=1}^{n} y_i y'_i - n F_y F_{y'} \right)^2}{\left( \sum_{i=1}^{n} |y_i|^2 - n F_y^2 \right) \left( \sum_{i=1}^{n} |y'_i|^2 - n F_{y'}^2 \right)} \right) 
\tag{4.10}
\]

A rank ranges from -1 to 1, where 1 is obtained if two datasets are exactly the same and -1 if they are fully independent from each other. The higher the rank, the more similarity shared by the two datasets.

### 4.4 Reconstruction Images

#### 4.4.1 Simple ANN Reconstruction

Our initial trial for reconstruction is running a pair of non-linear ANNs on the MNIST data sets. This is a simulation of the autoencoders. The neural networks, with one data set as input, are trained to minimize the difference between reconstructed data and the other data set. Consequently, the model builds maps between two dependent data sets.

![Flowchart of the simple paired ANNs](image)

Figure 4.4: Flowchart of the simple paired ANNs. We initially design this model to work like “paired autoencoders”.

The two ANNs work independently and map \( x \) to \( y \) and \( y \) to \( x \) respectively. Each one of
the ANNs is comprised of two non-linear layers following the classical activation function $h = \sigma(Wx + b)$. Below are some examples of the reconstruction images (we randomly select 6 hand-written images for each digit. The left part of a picture contains original digit images and the right part contains reconstructed images). Although the ANNs reconstruct most of the patterns for these images, it is notable that some abnormal white pixels in black background impact overall reconstruction quality. And the positions of these pixels are exactly the same in the samples of each digit. These flaws originate from the fact that ANNs learn and “memorize” a map between the two datasets $x$ and $y$, preventing the reconstruction from perfect. We call this issue “black-to-white” mapping errors. It is an interesting and meaningful theoretical question to explore [40], but here we are not going to discuss it now.

Figure 4.5: ANNs Reconstruction of digit 1 and 7
4.4.2 NCE, CE and KCE Reconstruction

<table>
<thead>
<tr>
<th>Digit</th>
<th>KCE Upper</th>
<th>KCE Lower</th>
<th>CE Upper</th>
<th>CE Lower</th>
<th>NCE Upper</th>
<th>NCE Lower</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
<td><img src="image4.png" alt="Image" /></td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
</tr>
<tr>
<td>1</td>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
<td><img src="image9.png" alt="Image" /></td>
<td><img src="image10.png" alt="Image" /></td>
<td><img src="image11.png" alt="Image" /></td>
<td><img src="image12.png" alt="Image" /></td>
</tr>
<tr>
<td>2</td>
<td><img src="image13.png" alt="Image" /></td>
<td><img src="image14.png" alt="Image" /></td>
<td><img src="image15.png" alt="Image" /></td>
<td><img src="image16.png" alt="Image" /></td>
<td><img src="image17.png" alt="Image" /></td>
<td><img src="image18.png" alt="Image" /></td>
</tr>
<tr>
<td>3</td>
<td><img src="image19.png" alt="Image" /></td>
<td><img src="image20.png" alt="Image" /></td>
<td><img src="image21.png" alt="Image" /></td>
<td><img src="image22.png" alt="Image" /></td>
<td><img src="image23.png" alt="Image" /></td>
<td><img src="image24.png" alt="Image" /></td>
</tr>
<tr>
<td>4</td>
<td><img src="image25.png" alt="Image" /></td>
<td><img src="image26.png" alt="Image" /></td>
<td><img src="image27.png" alt="Image" /></td>
<td><img src="image28.png" alt="Image" /></td>
<td><img src="image29.png" alt="Image" /></td>
<td><img src="image30.png" alt="Image" /></td>
</tr>
</tbody>
</table>
In the above table, we post all testing reconstruction results by the three well-trained models, KCE, CE and NCE. In this part, we randomly select 6 hand-written images for each digit from test data set and run all three models on these samples. The left part of a picture contains original digit images and the right part contains reconstructed images.

Note, here we set KCE as the benchmark for comparison. The essential purpose is to demon-
strate the effectiveness of KCCA compared with linear CCA and non-CCA in our task. Since the decoder phases are identical within all three models, the reconstruction results can reflect the effectiveness of the encoder phase, more specifically, KCCA, CCA or neither. From the table, we first compare the performance of the models visually. Contrasting the results from CE with the results from NCE, it is obvious that KCE generates better reconstruction. This is a convincing clue to claim the effectiveness of linear CCA. On the other hand, with CCA approach, the model solves the “black-to-white” mapping problem. Then we compare KCE with CE where the differences are not as easily observable. The patterns of hand-written digits are generally reconstructed in both models. However, the patterns of some reconstructed images from CE, such as upper part of 5 and lower part of 4 are smashed to pieces while this never occurs in KCE reconstruction. To authenticate the difference, we take a further step to quantitative metrics.

4.5 Quantitative Comparison

We use the 5 metrics for Image Similarity Analysis introduced in Section 4.3 to quantitatively evaluate the performances of our three models. For each model, we have 6 pairs of reconstructed image data sets for each digit 0-9, thus 120 arrays of data with size 392 (28 × 14), the total pixel number for one half-image. We do the image similarity analysis for KCE, CE, and NCE by comparing their reconstructed data with the original data to indicate the closeness of reconstruction. For each one of the metric, we calculate the mean of 120 scores/distances/ranks of the three models separately. Then we do T-tests [41] to compare KCE with CE and NCE respectively. We extract p-values indicating the confidence to claim that scores/distances/ranks are different (the smaller the p-value, the more confident to claim this). The statistical analysis results are shown in Table 4.1 and Table 4.2.
Table 4.1: Statistical results between KCE and NCE: the light blue highlights indicate better performance between KCE and NCE while the red highlights indicate p-value less than 0.05. The 5 metrics all demonstrate better performance to KCE with p-values lower than 0.05. We claim that KCE generates better reconstruction results than NCE.

<table>
<thead>
<tr>
<th>Metric</th>
<th>NCE average</th>
<th>KCE average</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-norm</td>
<td>8.3188</td>
<td>4.94215</td>
<td>4.15186e-37</td>
</tr>
<tr>
<td>Pearson Coefficient</td>
<td>0.295733</td>
<td>0.618759</td>
<td>2.35119e-32</td>
</tr>
<tr>
<td>cross correlation</td>
<td>0.344092</td>
<td>0.712149</td>
<td>5.46184e-61</td>
</tr>
<tr>
<td>Bhattacharyya distance</td>
<td>0.693693</td>
<td>0.505529</td>
<td>2.48646e-33</td>
</tr>
<tr>
<td>FFT</td>
<td>0.204558</td>
<td>0.4972</td>
<td>2.14213e-30</td>
</tr>
</tbody>
</table>

In general, from the statistics provided in the tables, KCE has greater performance than NCE and CE. Meanwhile, most of (9/10) the p-values are less than 0.05, small enough to support this claim. This further proves the effectiveness of KCCA over CCA and Non-CCA for our reconstruction task.
Chapter 5

Conclusion

5.1 Contribution

In this research, we propose three models to find complex correlations between two variables and KCE model demonstrates the best performance on a high dimensional image reconstruction task. Given two dependent high-dimensional data sets, KCE successfully builds a map between the two data sets. Thus we can reconstruct one data set by the other one. Our research starts with exploration on the limitation of CCA on high dimensional data through several experiments. In addition, with the help of Mercer’s theorem and Schoenberg’s theorem, we improve CCA by introducing kernel methods that map data to an RKHS. Meanwhile, we propose an element-wise modification of coherence calculation. In the processes of mapping canonical variables to the original feature space of another data set, we try both linear and non-linear ANNs and demonstrate that a linear ANN before PCA reconstruction and a non-linear ANN after PCA reconstruction best fit our requirements. CE and KCE both solve the “black-to-white” mapping error problem for grayscale image reconstruction. With 5 quantitative metrics, we prove the great effectiveness of KCCA in our paired reconstruction task.

5.2 Future Work

We propose three directions for the future work:
First, we believe that during the PCA projection, some information of original data gets lost. We will run more experiments to explore the dimensionality trade-off for better reconstruction results.
Second, we have observed that our model is able to avoid the “black-to-white” mapping error problem. It is worth exploring its reason and continuing to produce a mathematical proof. Third, so far we have only done the experiments on MNIST data. We should explore more samples including face images, item images or even other types of data to justify the effectiveness of our proposed model KCE.
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