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Abstract

Over the past couple decades, intelligent tutoring systems (ITSs) have become popular in education. ITSs are effective at helping students learn (VanLehn, 2011; Razzaq, Mendicino & Heffernan, 2008; Koedinger et al, 1997) and help researchers understand how students learn. Such research has included modeling how students learn (Corbett & Anderson, 1995), the effectiveness of help given within an ITS (Beck et al, 2008), the difficulty of different problems (Pardos & Heffernan, 2011), and predicting long-term outcomes like college attendance (San Pedro et al, 2013a), among many other studies.

While most studies have focused on ITSs from a cognitive perspective, a growing number of researchers are paying attention to the motivational and affective aspects of tutoring, which have been recognized as important components of human tutoring (Lepper et al, 1993). Recent work has shown that student affect within an ITS can be detected, even without physical sensors or cameras (D’Mello et al, 2008; Conati & Maclaren, 2009; Sabourin et al, 2011; San Pedro et al, 2013b).

Initial studies with these sensor-less affect detectors have shown that certain problematic affective states, such as boredom, confusion and frustration, are prevalent within ITSs (Baker et al, 2010b). Boredom in particular has been linked to negative learning outcomes (Pekrun et al, 2010; Farmer & Sundberg, 1986) and long-term disengagement (Farrell, 1988). Therefore, reducing or responding effectively to these affective states within ITSs may improve both short- and long-term learning outcomes.

This work is an initial attempt to determine what causes boredom in ITSs. First, we determine which is more responsible for boredom in ITSs: the content in the system, or the students themselves. Based on the findings of that analysis, we conduct a randomized controlled trial to determine the effects of monotony on student boredom. In addition to the work on boredom, we also perform analyses that concern student modeling, specifically how to improve Knowledge Tracing (Corbett & Anderson, 1995), a popular student model used extensively in real systems like the Cognitive Tutors (Koedinger et al, 1997) and in educational research.
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Chapter 1: Introduction

Over the past couple decades, intelligent tutoring systems (ITSs) have become popular in education. Used in a variety of environments with various age groups for various purposes, ITSs give students individual attention they do not get in the classroom, and feedback they do not get from traditional pencil-and-paper assignments. Several studies have shown the effectiveness of ITS (VanLehn, 2011; Razzaq, Mendicino & Heffernan, 2008; Koedinger et al, 1997).

In addition to helping students, ITSs have helped researchers learn about how students learn. Such research has included modeling how students learn (Corbett & Anderson, 1995), the effectiveness of help given within an ITS (Beck et al, 2008), the difficulty of different problems (Pardos & Heffernan, 2011), and predicting long-term outcomes like college attendance (San Pedro et al, 2013a), among many other studies.

While most studies have focused on ITSs from a cognitive perspective, a growing number of researchers are paying attention to the motivational and affective aspects of tutoring, which have been recognized as important components of human tutoring (Lepper et al, 1993). Recent work has shown that student affect within an ITS can be detected, even without physical sensors or cameras (D’Mello et al, 2008; Conati & Maclaren, 2009; Sabourin et al, 2011; San Pedro et al, 2013b). This is important because it allows for affect detection to be much more scalable, given the high cost and short lifespans of physical sensors in school environments.

Initial studies with these sensor-less affect detectors have shown that certain problematic affective states, such as boredom, confusion and frustration, are prevalent within ITSs (Baker et al, 2010b). Boredom in particular has been linked to negative learning outcomes (Pekrun et al, 2010; Farmer & Sundberg, 1986) and long-term disengagement (Farrell, 1988). Therefore, reducing or responding effectively to these affective states within ITSs may improve both short- and long-term learning outcomes.

This work is an initial attempt to determine what causes boredom in ITSs. The second chapter is a published analysis that sets out to determine which is more responsible for boredom in ITSs: the content in the system, or the students themselves. Based on the findings of that analysis, the unpublished work in the third chapter involves a randomized controlled trial whose purpose is to determine the effects of monotony on student boredom. In addition to the work on boredom, the fourth and fifth chapters of this work are published conference papers that both concern student modeling, specifically how to improve Knowledge Tracing (Corbett & Anderson, 1995), a popular student model used extensively in real systems like the Cognitive Tutors (Koedinger et al, 1997) and in educational research. Chapters 2, 4 and 5 appear in this thesis as they did when they were originally published, except for formatting and table and figure numbers for the sake of consistency throughout the document, and the acknowledgements and references for each have been pooled together in the respective sections of this document.
All of the work presented here was done using the ASSISTments system (Feng, Heffernan & Koedinger, 2009), a free web-based platform used primarily for middle- and high-school mathematics. Developed at Worcester Polytechnic Institute in collaboration with Carnegie Mellon University, ASSISTments was used by approximately 60,000 students during the 2013-2014 school year.

All code and data used in the work presented here is available online (Hawkins, 2014).
Chapter 2: Determining the main cause of boredom in intelligent tutoring systems

Boredom is unpleasant, and has been repeatedly shown to be associated with poor performance and long-term disengagement in educational contexts. Boredom is prevalent within a range of online learning environments, has been shown to correlate negatively with learning in those environments, and often precedes disengaged behaviors such as off-task behavior and gaming the system. Therefore, it is important to identify the causes of boredom in these environments. In psychology research, there is ongoing debate about the degree to which individual students are prone to boredom (“trait” explanations) or the degree to which boredom is driven by state-based factors, such as the design of the learning environment. In this study, we apply an unobtrusive computational detector of student boredom to log data from an intelligent tutoring system to determine whether state or trait factors better predict the prevalence of boredom in students using that system. Knowing which type of factor better predicts boredom in a specific system can help us to narrow down further research on why boredom occurs and what steps should be taken to mitigate boredom’s negative effects.

This chapter was published at the following venue:

I. Introduction

Over the past several decades, there has been a considerable degree of interest regarding student boredom during learning. Many agree that boredom is an unpleasant or negative experience (Harris, 2000; Pekrun et al, 2010) but propose different potential causes and effects of the emotion, and disagree about its impact and how to respond to it (Belton & Priyadharshini, 2007).

According to Belton and Priyadharshini’s survey of boredom research (Belton & Priyadharshini, 2007), most psychological research concerned with the causes of boredom has posited on a dichotomy of two possible causes that has variously been referred to as “responsive” vs. “chronic,” “agitated” vs. “apathetic,” “dispositional” vs. “situational,” and most commonly “state” vs. “trait”.

The “state” construct of boredom describes boredom as being caused by a specific situation or experience that is objectively boring, where external stimulus is lacking (Belton & Priyadharshini, 2007). A specific situation or experience can lack stimulation for a variety of reasons (cf. Vodanovich, 2003; Larson & Richards, 1991; Belton & Priyadharshini, 2007; Harris, 2000; Pekrun et al, 2010; Mikulas, 1993).

Alternatively, state boredom may be caused by temporary aspects of the student, for example fatigue. In a 2000 study conducted with 170 American university students, 17% identified
fatigue as an indicator that they were bored, 8% identified it as a cause of boredom, and 15% reported that sleeping was one way they coped with boredom (Harris, 2000). Therefore, the causes of state boredom can be thought of in terms of the current state of the person, as well as the nature of the activity.

Another viewpoint is that boredom is caused by student traits (Belton & Priyadharshini, 2007), where certain individuals are more prone to boredom than others. Various studies have used the Boredom Proneness Scale (Farmer & Sundberg, 1986), a questionnaire measure, to assess the susceptibility of different individuals to boredom, and have found links between this boredom “trait” and other personality characteristics (Farmer & Sundberg, 1986), as well as to various negative and destructive behaviors (Harris, 2000; Vodanovich, 2003).

Boredom in education has been studied in terms of state and trait constructs (Larson & Richards, 1991), as it has in other contexts such as in the workplace (Belton & Priyadharshini, 2007). Within education, state explanations for boredom have blamed schools and the design of classroom activities, arguing that boredom is caused by meaningless or repetitive tasks (Reid, 1986), overly abstract activities (Condry, 1978), and tasks being too challenging (Cullingford, 2002) or not challenging enough (Moneta & Csikszentmihalyi, 1996). However, Larson and Richards also found that some students associated boredom with fatigue, and that boredom co-occurred with tiredness and drowsiness (Larson & Richards, 1991).

On the trait side of the debate, the dispositions that students bring to school have been blamed for the boredom they experience there (Gjesme, 1977; Farrell, 1988). Additionally, learning goals, perceived level of control, and the relative value a student places in a skill or activity have all been argued to be associated with boredom in educational settings (Pekrun et al, 2010).

To determine the relative effects of state and trait boredom among middle school students, Larson and Richards (Larson & Richards, 1991) measured boredom experienced by students over the course of a week using randomly timed surveys. They found that boredom was prevalent both in and out of school, and that it depended more on the individual student than on the subject or the activity. They found that boredom students experienced in and out of school was highly correlated ($r = 0.68$). However, both subject and activity also had a substantial influence on boredom in this research.

Understanding why students become bored is important, as boredom has been shown to be associated with poorer learning (Pekrun et al, 2010; Farmer & Sundberg, 1986) as well as long-term disengagement (Farrell, 1988). Within intelligent tutoring systems (ITSs), it has been shown that boredom is one of the most persistent affective-cognitive states (Baker et al, 2010b), and that it leads to gaming the system, or “attempting to succeed in an interactive learning environment by exploiting properties of the system rather than by learning the material” (Baker et al, 2010b). Gaming the system has also been linked to poorer learning, both in the short-term (Baker et al, 2004; Gong et al, 2010) and in the long-term (Baker et al, 2004).
Boredom has also been shown to lead to off-task behavior in ITSs (Baker et al., 2011), which is also associated with poorer learning (Karweit & Slavin, 1982) and long-term disengagement (Finn, 1989). However, Baker et al.’s research (2011) suggested that off-task behavior can relieve boredom and allow the student to refocus on their work with a lower probability of experiencing boredom later. Regardless, both gaming the system and off-task behavior take up considerable time (Baker et al., 2004), giving students less time to use ITSs constructively and learn from them. Given the increasing use of ITSs within education, the effects boredom has within ITSs and on learning in general, it is important to study the causes of boredom in ITSs.

In order to study boredom adequately in ITSs, it is important to have a broadly applicable method of assessing the presence and intensity of boredom. While many studies and systems have used physical sensors to detect boredom (Arroyo et al., 2009; D’Mello & Graesser, 2010), these approaches can be difficult to scale within large numbers of classrooms due to issues such as internet bandwidth, cost of sensors, and breakage under classroom conditions.

Due to the restricted applicability of models built using physical sensors, researchers have recently worked to develop affect detectors based solely on log files for various platforms, including AutoTutor (D’Mello et al., 2008), Prime Climb (Conati & Maclaren, 2009), Crystal Island (Sabourin et al., 2011), and ASSISTments (San Pedro et al., 2013b). As these types of detectors rely only on log data, they can be applied to large amounts of data, allowing datasets to be labeled for use in exploratory analyses.

Given the need to study boredom in ITSs and the availability of broadly applicable log-based boredom detectors, this work uses results from a real-time log-based boredom detector (San Pedro et al., 2013b) to determine whether boredom in ITSs is caused more by state or trait characteristics. Specifically, linear regression models are constructed to determine whether state or trait factors better predict boredom, as done previously by others for studying whether gaming the system is better predicted by state or trait factors (Baker, 2007; Muldner et al., 2011).

In addition to state vs. trait analysis, models incorporating proxies for fatigue are fit. Due to previously reported associations between fatigue and boredom (Larson & Richards, 1991; Harris, 2000) and the finding that off-task behavior in ITSs helps relieve boredom (Baker et al., 2011), we hypothesize that measures of boredom and fatigue within this study will be positively correlated.

Once it is determined which construct better predicts boredom in ITSs, it can be studied closer to determine what steps should be taken to respond to it. If boredom is better predicted as a state variable, then the content and interface of the system should be studied further and improved to reduce boredom. If on the other hand boredom is better predicted as a trait variable, then student characteristics should be studied further to determine how to change the system specifically for students prone to boredom. By narrowing down the type of approaches that are likely to address boredom, we can move towards reducing its prevalence and impacts in ITSs, with the goal of improving both student engagement and learning.
Section II introduces the dataset and methods used in this work. Section III presents the results of the analyses, and Section IV concludes with discussion and possible directions for future work.

II. Methods

A. Tutor and Data
For this work, data from the ASSISTments intelligent tutoring system (Feng, Heffernan & Koedinger, 2009) was used. ASSISTments is a web-based ITS used primarily by middle- and high-school students. In the 2012-2013 school year, it is being used by 40,000 students, mostly in the Northeastern USA, around once a week. While using ASSISTments, students are assisted based on their performance within the system, which is reported back to teachers. Additionally, students are assisted while working through problem sets in three main ways: hint messages, which progress from high-level hints to a “bottom-out hint” containing the answer to the problem; feedback given when the student gives incorrect answers; and scaffolding, where the system breaks a problem down into sub-problems. An example of a student working through a problem in ASSISTments is shown in Figure 1.

Figure 1: Example of a student working through a problem in ASSISTments, from top to bottom. The student first answers the question incorrectly, resulting in feedback. The problem is then scaffolded, and the student answers the first
Within this study, data previously collected was used in analysis. The data was collected from ASSISTments data logs from September 2004 to May 2005 for 724 students from four central Massachusetts middle schools, consisting of 107,382 problem attempts. This data set was chosen because the affect detector had already been applied to it and it had been used in a previous study (e.g., San Pedro et al, 2013b). Each problem attempt includes the ID of the student that made the attempt, the problem ID, the relevant “skill” being tested by the problem (e.g., multiplication, area, equation-solving, etc.), and the “type” of problem or method of answering the question (e.g., multiple choice, fill-in, etc.). There were 10 different types of problems and 70 skills represented.

Additionally, each problem attempt was labeled with a real-valued confidence level between 0 and 1 that boredom was present. Confidences can be interpreted as the detector’s estimate of the probability that the student was bored at a specific time. These values were computed using a real-time boredom detector, discussed in full detail in (San Pedro et al, 2013b); in brief, this detector was developed by synchronizing thousands of field observations of boredom (with inter-rater reliability over 0.6) with log files, and using data mining to infer the human codes. The mean boredom confidence across all problem attempts was 0.2469 (SD = 0.1293). Confidences were used instead of binary predictions of boredom, in order to leverage the detector’s ability to distinguish cases it is unsure of – for instance, claiming that a case with 51% certainty is identical to a case with 100% certainty, but is fundamentally different from a case with 49% certainty, throws out considerable information and increases the noise in the data set.

B. Modeling Method
To determine whether boredom can be modeled better as a state or trait construct, we fit linear regression models to the data to predict the confidence of the boredom detector. One model is trained using only the problem ID from each problem attempt as a predictor, while the other uses only the student ID from each problem attempt as a predictor. The state theory hypothesizes that the difference between problems will predict much of the variance in student boredom, while the trait theory hypothesizes that the difference between students will predict much of the variance in boredom. The $R^2$ and Bayesian Information Criterion (BiC’; Raftery, 1995) values of the predictions made by these models can then be used to assess which construct is a better predictor of boredom. Additionally, a third model is fit with both problem ID and student ID as predictors.

Similar procedures to that described above have been performed for gaming the system in order to assess whether it is better viewed as a state or trait construct (Baker, 2007; Gong et al, 2010; Muldner et al, 2011). Baker’s analysis found that lessons predicted gaming better than students, which was contradicted by the findings of the other two groups (Gong et al, 2010; Muldner et al, 2011); further unpublished analysis conducted by two of these research groups working together suggests that this may be due to differences in the operational definition of gaming used in the different studies. In line with Baker’s method, we use IDs rather than the average confidence of
affect detector results; however, we analyze state-level prediction at the problem-level as in (Muldner et al, 2011), rather than analyzing at a coarser grain-size.

Finally, a proxy for fatigue is computed and added to the data. In this study, the proxy for fatigue is operationalized as the number of minutes that passed since the student last took a break of a certain number of minutes. We hypothesize that fatigue will be a successful predictor due to previous findings of relationships between fatigue and boredom (Harris, 2000; Larson & Richards, 1991) and the relationship between boredom and off-task behavior, in which off-task behavior appears to relieve boredom (Baker et al, 2011). We hypothesize that the longer a student goes without an opportunity to relieve their boredom, the higher their boredom will be. A number of linear regression models are built using only this fatigue statistic for different time durations that constitute a break. The best of these fatigue attributes is then combined with predictors from the other models described above and tested.

III. Analyses

A. State vs. Trait

The first research goal was to determine whether state (problems) or trait (students) was a better predictor of boredom. For this analysis, two linear regression models were fit: one that used only problem ID as a predictor, and one that only used student ID. The target attribute for both was the detector’s real-valued confidence that boredom was present. These models were evaluated using two measures: $R^2$, and the Bayesian Information Criterion (BiC’; Raftery, 1995), which calculates the degree to which a model’s predictions are better than what would be expected solely from the number of parameters used. Lower values of BiC’ are better, and a difference of six or more between the BiC’ values of two models is considered equivalent to being statistically significant at the $p < 0.05$ level (Raftery, 1995). The $R^2$ values were computed using five-fold cross-validation, where the folds were stratified both by problem ID and student ID. The same folds were used for all models, which were built using Matlab’s LinearModel class. The BiC’ values were computed over the entire dataset. The results are shown in Table 1.

<table>
<thead>
<tr>
<th>Model</th>
<th>$R^2$</th>
<th>BiC’</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0.0000</td>
<td>0.00</td>
</tr>
<tr>
<td>Problem ID</td>
<td>0.0516</td>
<td>-13.002</td>
</tr>
<tr>
<td>Student ID</td>
<td>0.0061</td>
<td>2.845</td>
</tr>
<tr>
<td>Both</td>
<td>0.0818</td>
<td>-11.012</td>
</tr>
</tbody>
</table>

As Table 1 shows, the model based only on problem IDs is significantly more predictive than that based only on student IDs, suggesting that the incidence of boredom is more dependent on the problem being attempted rather than on the student attempting it. Additionally, the student model does worse than the Baseline model (which predicted the mode of boredom confidences, 0.1273,
for all problem attempts) judging by its large positive BiC’ value. A third model that used both student IDs and problem IDs as predictors achieved a higher $R^2$ value, but did worse for the number of parameters it used compared with the model that only used problem IDs, based on their respective BiC’ values.

**B. Fatigue**

When predicting boredom, it may be helpful to include other factors, such as the current state of the student. One key aspect of the student is whether the student is fatigued. To test this hypothesis, a proxy for the construct of fatigue was added to each problem attempt in the dataset. Fatigue was calculated in two ways, producing models we refer to as MFatigue and PFatigue.

MFatigue was calculated as the number of minutes that had passed since the student had taken a break of a certain number of minutes. For example, the attribute “MFatigue(60)” (M stands for minutes) is defined as the number of minutes that have elapsed since the student in question last took a break of 60 minutes or more.

PFatigue was calculated as the number of problems completed by the student since last having a break of a certain number of minutes. We hypothesized that the monotony, and therefore boredom, that the students experienced would increase with the number of problems they completed. For example, the attribute “PFatigue (60)” is defined as the number of problems a given student has completed since last having a break of 60 minutes or more.

A number of linear regression models were built using each fatigue statistic for different amounts of minutes that constituted a break. This was done since it was uncertain how long of a break was necessary to “reset” a student’s level of fatigue. The results were computed using five-fold cross-validation with the same five folds used for the state and trait models. The results are shown in Table 2.

<table>
<thead>
<tr>
<th>Model</th>
<th>$R^2$</th>
<th>BiC’</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFatigue(60)</td>
<td>0.0000</td>
<td>-354</td>
</tr>
<tr>
<td>MFatigue(30)</td>
<td>0.0000</td>
<td>-537</td>
</tr>
<tr>
<td>MFatigue(15)</td>
<td>0.0000</td>
<td>-938</td>
</tr>
<tr>
<td>MFatigue(10)</td>
<td>0.0002</td>
<td>-1,469</td>
</tr>
<tr>
<td>MFatigue(5)</td>
<td>0.0006</td>
<td>-2,136</td>
</tr>
<tr>
<td>PFatigue(60)</td>
<td>0.0013</td>
<td>-2,784</td>
</tr>
<tr>
<td>PFatigue(30)</td>
<td>0.0016</td>
<td>-3,093</td>
</tr>
<tr>
<td>PFatigue(15)</td>
<td>0.0029</td>
<td>-3,914</td>
</tr>
<tr>
<td>PFatigue(10)</td>
<td>0.0039</td>
<td>-4,495</td>
</tr>
<tr>
<td>PFatigue(5)</td>
<td>0.0038</td>
<td>-4,473</td>
</tr>
<tr>
<td>Problem ID, PFatigue(10)</td>
<td>0.0644</td>
<td>-15,836</td>
</tr>
<tr>
<td>Problem ID, Student ID, PFatigue(10)</td>
<td>0.0878</td>
<td>-12,229</td>
</tr>
</tbody>
</table>

Table 2: Model fitting results for fatigue. Models including both fatigue and other factors given at bottom.
Both the problem-based and the minute-based fatigue models were better than the baseline model and the student/trait model. However, the problem-based fatigue models were much more predictive than their minute-based counterparts. Using 5 or 10 minutes as the duration of break needed to reset the student’s fatigue produced the best models for predicting boredom from fatigue. The best combination of problem IDs with a fatigue attribute used a break of 10 minutes for resetting fatigue, and significantly improved upon the model that only predicted boredom from the problem ID. This combined (problem ID, fatigue) model was the most predictive model found in these analyses, with a difference in BiC’ of almost 3,000 from the next best model (problem ID). Similarly, adding PFatigue(10) to the (problem ID, student ID) model also improved performance, though this model’s performance still fell short of the problem ID model (or the problem ID, PFatigue(10) model).

Having found that our hypothesis about fatigue being a strong predictor of boredom was correct, we next set out to determine if our hypothesis about higher fatigue leading to higher boredom was correct. However, it turned out that “fatigue” was instead negatively correlated with boredom; e.g., the longer it had been since the student took a break, the less bored they were. Examining the linear regression models based on fatigue revealed that fatigue had a negative coefficient, and correlation analysis showed that all calculations of fatigue were negatively correlated with boredom. The strongest of these correlations was for PFatigue(10), where \( r = -0.20 \). It should be noted this correlation was calculated over the entire dataset, and therefore does not correspond to the cross-validated \( R^2 \) value reported for the PFatigue(10) linear regression model in Table 2.

C. Type and Skill
Since problems were found to be more predictive than students, we focused on state explanations of boredom for the remainder of our analyses. Additionally, it has been found that boredom is associated with the difficulty of tasks within achievement settings (Pekrun et al, 2010; San Pedro et al, 2013b). Therefore, as a preliminary analysis of which specific problem features cause boredom in ASSISTments, the association between the type and skill of problems, as defined above, and the level of boredom experienced on them was studied.

Linear regression models were tested using type and skill, using five-fold cross-validation and the same folds used for all previous models. As was done for problems and students, separate models were fit for type and skill, and a third model combining the two was also fit. The results are shown in Table 3.

<table>
<thead>
<tr>
<th>Model</th>
<th>( R^2 )</th>
<th>BiC’</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>0.0039</td>
<td>-4,290</td>
</tr>
<tr>
<td>Skill</td>
<td>0.0131</td>
<td>-7,063</td>
</tr>
<tr>
<td>Type and Skill</td>
<td>0.0184</td>
<td>-8,530</td>
</tr>
<tr>
<td>Type, Skill, PFatigue(10)</td>
<td>0.0294</td>
<td>-11,491</td>
</tr>
</tbody>
</table>

Table 3: Model fitting results for type and skill
Both the skill and type models outperformed the student ID model, but performed more poorly than the problem ID model. In general, the results also indicate that the skill of a problem is more predictive than its type. Combining type and skill into one model further improved performance, but still not to the same level as the problem ID model. Additionally, PFatigue(10) proved useful again as adding it to the (type, skill) model significantly improved performance – but again, still not to the level of the problem model. Therefore, skill and type seem important, but it appears there are other important problem features missing from this analysis due to the differences in predictive power of the type and skill model and the problem ID model. A full study of which problem features lead to boredom (cf. Doddannara et al, 2013) is warranted.

IV. Discussion and Future Work
Contrary to previous work (Larson & Richards, 1991), we found that state (individual problems) was more predictive of boredom than trait (individual students) in an intelligent tutoring system, ASSISTments. Two possible explanations for this are the different methodologies employed by the two studies, and the different contexts in which boredom was studied.

First, boredom in this work is measured by an unobtrusive computational detector, whereas the prior study measured it using questionnaires and interviews (Larson & Richards, 1991); these differences in measurement may change the results in multiple ways. For instance, potential differences in student comfort and attitudes in self-reporting their boredom could drive the appearance of a student-level effect within self-report methodologies. Second, this work studied boredom at the individual problem level within an intelligent tutoring system, whereas the prior study looked at boredom at a much higher level. The prior study looked at variations in boredom across different subjects like mathematics and English; across different activities within the school environment (such as listening to a teacher or student, reading, and taking a test or quiz); and across school, home, and public environments (Larson & Richards, 1991).

Since it appears that boredom is caused more by individual problems than by students, at least in the context of ASSISTments, future work should focus on identifying which features of problems are the most responsible for boredom. Identifying such features will help inform the design of problems in the future to reduce boredom, increase learning rates, and reduce long-term disengagement.

In this work, two features of problems were considered: the skill (multiplication, equation-solving, etc.) and the type of problems (multiple choice, fill-in, etc.). The linear regression model that considers these features together achieves a paltry $R^2$ of 0.0184, leaving a significant portion of the $R^2$ achieved by the problem ID model (0.0516) unexplained. Future work should explore what other properties of problems contribute to boredom.

The level of knowledge a student possesses in a given skill has been shown to explain some of the variance in boredom, though one study found boredom to be higher among highly skilled students (Larson & Richards, 1991) while a set of five other studies have found the opposite relationship
(Pekrun et al, 2010). Therefore, the relative difficulty of a problem or skill may help predict boredom in an intelligent tutoring system context. Looking beyond the aforementioned high-level problem features, a process for determining relevant features similar to what was done by Doddannara et al. (2013) may be relevant and useful for following up the results seen here.

Additionally, we found that modeling a proxy for student “fatigue” can add predictive power to the problem model. The best operationalization of fatigue was the number of problems completed since the student last had a break of 10 minutes or more. However, somewhat surprisingly, this measure we constructed as a proxy for fatigue was negatively correlated with boredom. From the results and above analysis, it appears there is merit in considering attributes like fatigue that are not specific to problems (i.e., not uniquely identified by problem ID), but that describe the “session” (what a student completes in a single sequence of activity) or the student’s current state. It may be worth considering further attributes of this nature, such as how many times the student has seen the current skill, or how the current problem relates to previous problems in the problem set in terms of their other attributes, such as difficulty, skill or type.

In this work, we have shown that (at least within the ASSISTments ITS) boredom is better explained by problems (state) than students (trait). We did initial research into the specific components of state boredom within an ITS by fitting models to attributes of problems (type, skill) and the session (fatigue), both of which performed better than the baseline model at predicting boredom. Future work should consider additional factors such as problem difficulty, student knowledge (which is specific to individual students but changes dramatically over time, and which is more consistent with state than trait), and the amount of previous practice the student has had, among other state features.

Another valuable area of work is to follow up this work with replications in other online learning environments, and using alternate operationalizations of boredom (as in the follow-ups to (Baker, 2007) by Gong et al. (2010) and Muldner et al. (2011) for gaming). By better understanding the factors that influence whether a student becomes bored while using an ITS, we may be able to develop more emotionally-sensitive learning systems that lead to better learning and higher long-term engagement.
Chapter 3: Determining the effect of monotony on boredom in intelligent tutoring systems

I. Introduction
The purpose of this study is to determine whether monotonous content in an intelligent tutoring system (ITS) causes student boredom. We define monotonous content as problem sets whose problems are very similar to each other in terms of the skill(s) and steps required to complete them, the cover story used to give context to the problem, images used, and any other details that could make them seemingly indistinguishable from each other as a student works through them.

A retrospective analysis using machine-learned affect detectors (San Pedro et al, 2013b) conducted over ASSISTments (Feng, Heffernan & Koedinger, 2009) data from the 2009-10 school year showed that one of the most boring skill builders (a problem set where a student must answer three consecutive questions correctly to complete) in the system was one that helped students learn how to read histograms. This problem set had the same cover story for every question (light bulb lifespans), used four similar histogram images, and asked two similar types of questions about the data: how many light bulbs had lifespans less than or equal to a certain number of hours, and how many had lifespans greater than or equal to a certain number of hours. An example of one of these questions is shown in Figure 2. We believe the high degree of similarity among the problems of this problem set, or its monotony, is the reason it was among one of the most boring skill builders in ASSISTments.

![Figure 2: Example of a “light bulb” question in ASSISTments.](image)

II. Methods
To test this hypothesis, we conducted a randomized controlled trial in ASSISTments. We designed a problem set focused on histograms that, when assigned to students, randomly placed
them into one of two types of conditions: control, where students saw questions that were very similar to each other, and experimental, where students saw a mixture of different types of questions. In order to make the experimental condition possible, we created additional histogram questions that were similar in terms of the questions asked and the hint messages provided on the original questions, but that had different cover stories and used different images. Including the original questions, this gave us four unique cover stories, with four histogram images associated with each of them. Figure 3 shows an example of a problem whose cover story is about the heights of trees in the Redwood Forest. The other two cover stories added to the problem set were about the running speeds of cheetahs, and the distances that students were able to throw softballs in gym class.

![Histogram question example](image)

**Figure 3:** Example of a histogram question whose cover story is about heights of trees in California’s Redwood Forest.

While only one mixed condition is necessary, several control conditions are necessary to isolate monotony as the reason we see any potential effects. It could be the case that some questions are more engaging than others due to the nature of their cover stories, which could lead students who see those questions in the mixed condition to be less bored than those who only see one of the less engaging questions. This would lead to the erroneous conclusion that reducing monotony reduces boredom, when instead the observed effect was actually caused by students seeing engaging questions. To combat this, we had one control condition per cover story, where students in a given control condition only saw questions with the cover story that corresponds to that condition. Having a separate control condition for each cover story allows us to see if any of the questions are inherently more engaging than the others, helping us to separate that from any effect that reducing monotony may have on boredom.

Finally, we noticed that a more recent version of the 2009-10 histograms problem set still had only one cover story, but also only used one image instead of four. Therefore, we added a fifth control condition where students only see light bulb questions that all share the same image. This
gave us six conditions total, where half of the students were randomly assigned to one of the five control conditions, and the other half were assigned to the experimental condition. The diagram in Figure 4 shows what students assigned to different conditions may have seen in terms of cover stories and images.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Possible Question Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light Bulbs</td>
<td>C  A  D  D  B</td>
</tr>
<tr>
<td>Softball Throws</td>
<td>E  H  E  G  F</td>
</tr>
<tr>
<td>Redwood Trees</td>
<td>I  I  L  J  K</td>
</tr>
<tr>
<td>Cheetah Speeds</td>
<td>M  P  N  O  O</td>
</tr>
<tr>
<td>Light Bulbs (1 image)</td>
<td>A  A  A  A  A</td>
</tr>
<tr>
<td>Mixed</td>
<td>L  C  P  I  E</td>
</tr>
</tbody>
</table>

**Figure 4:** Possible questions sequences for students in each condition.

In Figure 4, the name of the condition appears in the left column, while a possible sequence of questions a student in that condition may see appears to the right, where each question is represented by a colored box containing a letter. The color of the box indicates the cover story of the question, and the letter inside the box indicates the histogram image used. The first five conditions in the figure are control conditions as described above, which means their questions all have the same cover story (and therefore, the same color in the figure). The fifth condition has the same cover story as the first, but uses only one unique image instead of four (therefore, the letters inside the boxes must all be the same). Finally, the last condition, which is the experimental “Mixed” condition, may include questions with any of the four cover stories and
any of the four associated histogram images. Therefore, its boxes may have different colors and letters from each other.

Since the questions in our problem set can be interpreted as histograms or bar graphs, we made two copies of the problem set: one for sixth grade (when histograms are covered, according to the Common Core State Standards) and one for third grade (when bar graphs are covered). Therefore, it is possible we could see an interaction effect between grade level and monotony regarding boredom.

In order to assess the impact of monotony on boredom, we applied the affect detectors developed for ASSISTments in (San Pedro et al, 2013b). These include detectors for boredom, concentration, confusion and frustration. Therefore, in addition to boredom, we also analyzed the data to determine if monotony had any effect on any of the other three affective states.

We ran the experiment in January and February 2014, during which time 125 students worked on the problem set. However, we only wanted to analyze students who had never completed the original histograms problem set before. This left us with 66 students: 30 had been assigned to one of the control conditions, and 36 to the experimental condition.

**III. Results**

We conducted three types of analyses: overall, where we simply looked at the average incidence of each affective state in the control and experimental groups, previous performance, where we split the analysis based on students’ previous performance in ASSISTments, and previous affect, where we split the analysis based on students’ previous average inferred level of each affective state. Due to the low number of students that participated in the experiment (who had not previously completed a histograms problem set in ASSISTments), we did not analyze the control conditions separately, nor did we analyze the third grade and sixth grade problem sets separately.

For each of the analyses reported here, all differences in means were tested with two-tailed t tests to compute p-values. Storey’s (2002) false discovery rate procedure was then used to compute q-values from these p-values. None of the computed q-values were significant, though a few of the original p-values were marginally significant.

**Overall**

None of the differences in overall means between the control and experimental groups were significant at the 0.05 level, though the difference between average frustration in the control and experimental conditions is marginally significant before the FDR adjustment (p = 0.0640, t(64) = -1.8848). These means are reported in Table 4.

<table>
<thead>
<tr>
<th>Boredom</th>
<th>Concentration</th>
<th>Confusion</th>
<th>Frustration</th>
</tr>
</thead>
</table>

Table 4: Average confidence of each affective state for each condition, first averaged within each student, then averaged across all students.
Split by Previous Performance

For each class that participated, we split the students in each class into two groups: low-performance and high-performance, based on class rank. We did this by computing the percentage of questions that each student answered correctly in ASSISTments during the entire school year, not counting the current experiment, and then assigned the top 50% of the students in each class to the high-performance group, and the bottom 50% of each class to the low-performance group.

Once we split the students into these two groups, we performed the same analysis we did above, but did so for each group of students separately. The results are shown in Table 5.

Table 5: Average confidence of each affective state split by condition and previous performance.

<table>
<thead>
<tr>
<th></th>
<th>Boredom</th>
<th>Concentration</th>
<th>Confusion</th>
<th>Frustration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Control</td>
<td>0.2542</td>
<td>0.3067</td>
<td>0.7669</td>
<td>0.7669</td>
</tr>
<tr>
<td>Experimental</td>
<td>0.2161</td>
<td>0.3330</td>
<td>0.7669</td>
<td>0.7669</td>
</tr>
</tbody>
</table>

None of these differences were significant. There was just one marginally significant difference, which was between low- and high-knowledge students in the experimental condition in terms of boredom before the FDR adjustment (p = 0.0602, t(34) = -1.9439).

Split by Previous Affect

Similar to the previous analysis, in this analysis, students in each class were split into two groups by class rank, but this time by how often they exhibited each of the four affective states. Therefore, there were four different orderings, one for each state. The results are shown in Table 6.

Table 6: Average confidence of each affective state split by condition and previous performance.

<table>
<thead>
<tr>
<th></th>
<th>Boredom</th>
<th>Concentration</th>
<th>Confusion</th>
<th>Frustration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Control</td>
<td>0.2333</td>
<td>0.3475</td>
<td>0.7669</td>
<td>0.7669</td>
</tr>
<tr>
<td>Experimental</td>
<td>0.2397</td>
<td>0.3083</td>
<td>0.7669</td>
<td>0.7669</td>
</tr>
</tbody>
</table>
None of the differences here were significant either, only the difference in frustration across conditions for those with a history of low frustration was marginally significant before the FDR adjustment (p = 0.0869, t(32) = -1.7662).

**IV. Discussion and Future Work**

Although it appears that there may have been some effects with marginal reliability, these are most likely statistical artifacts according to Storey’s FDR adjustment (Storey, 2002). Therefore, it is difficult to make any conclusive claims about the outcome of the study.

It is possible that some or all of the observed marginal effects (before the FDR adjustment) are real, but not detectable with the small number of students in the study. For example, it is possible that seeing multiple cover stories is more frustrating than seeing just one, possibly because it forces the students to read each new problem statement rather than just being able to get into a rhythm and extract the important information quickly, which is easier if the problems all look the same. Additionally, seeing multiple cover stories could widen the gap in boredom between low- and high-achieving students. Low-achieving students are more likely not to know the new material and actually need to learn from it, and therefore seeing the new skill applied in multiple contexts as they are learning it may be more engaging. On the other hand, high-achieving students may already know the new skill and just want to get through it, making variable irrelevant cover story details a distraction to them. However, all of this is conjecture without a larger study to confirm it.

Another possible reason for there being no reliable effects is that there was a “ceiling effect” – the vast majority of the students in both conditions finished the problem set in three problems, which is the minimum (students needed to answer three consecutive questions correctly on the same day to complete the assignment). Therefore, students may simply have not had to spend enough time in the problem set for there to be a detectable effect on their affective states.

Therefore, the next logical step would be to run a larger study with more difficult skills to determine whether monotony affects students’ affective states. More difficult skills will help avoid the “ceiling effect,” and more students will make effects more detectable, if in fact there are any.
Chapter 4: Using tabling methods and ensembling to improve student performance prediction

In the field of educational data mining, there are competing methods for predicting student performance. One involves building complex models, such as Bayesian networks with Knowledge Tracing (KT), or using logistic regression with Performance Factors Analysis (PFA). However, Wang and Heffernan showed that a raw data approach can be applied successfully to educational data mining with their results from what they called the Assistance Model (AM), which takes the number of attempts and hints required to answer the previous question correctly into account, which KT and PFA ignore. We extend their work by introducing a general framework for using raw data to predict student performance, and explore a new way of making predictions within this framework, called the Assistance Progress Model (APM). APM makes predictions based on the relationship between the assistance used on the two previous problems. KT, AM and APM are evaluated and compared to one another, as are multiple methods of ensembling them together. Finally, we discuss the importance of reporting multiple accuracy measures when evaluating student models.

This chapter was published at the following venue:

I. Introduction

Understanding and modeling student behavior is important for intelligent tutoring systems (ITS) to provide assistance to students and help them learn. For nearly two decades, Knowledge Tracing (KT) (Corbett & Anderson, 1995) and various extensions to it (Pardos & Heffernan, 2010a; Wang & Heffernan, 2012; Xu & Mostow, 2012) have been used to model student knowledge as a latent using Bayesian networks, as well as to predict student performance. Other models used to predict student performance include Performance Factors Analysis (PFA) (Pavlik, Cen & Koedinger, 2009) and Item Response Theory (Johns, Mahadevan & Woolf, 2006). However, these models do not take assistance information into account. In most systems, questions in which hints are requested are marked as wrong, and students are usually required to answer a question correctly before moving on to the next one. Therefore, the number of hints and attempts used by a student to answer a question correctly is likely valuable information.

Previous work has shown that using assistance information helps predict scores on the Massachusetts Comprehensive Assessment Systems math test (Feng & Heffernan, 2010), can help predict learning gains (Arroyo et al, 2010), and can be more predictive than binary performance (Wang, Heffernan & Beck, 2010). Recently, it has been shown that using simple probabilities derived from the data based on the amount of assistance used, an approach called the Assistance Model (AM), can improve predictions of performance when ensembled with KT (Wang & Heffernan, 2011).
This work continues research in the area of using assistance information to help predict performance in three ways:

1. Specifying a framework for building “tabling methods” from the data, a generalization of AM
2. Experimenting with a new model within this framework called the Assistance Progress Model (APM), which makes predictions based on the relationship between the assistance used on the previous two problems
3. Experimenting with new ways of ensembling these models to achieve better predictions

Additionally, the importance of reporting multiple accuracy measures when evaluating student models is discussed, as well as why three of the most commonly reported measures (mean absolute error (MAE), root mean squared error (RMSE) and area under the ROC curve (AUC)) do not always agree on which model makes the most accurate predictions.

Section II describes the tutoring system and dataset used. Section III describes the methodology: the models and ensembling methods used, the tabling method framework, and the procedure for evaluating the models. Section IV presents the results, followed by discussion and possible directions for future work in Section V.

II. Data
The data used here was the same used in (Wang & Heffernan, 2011), which introduced AM. This dataset comes from ASSISTments, a freely available web-based tutoring system for 4th through 10th grade mathematics.

While working on a problem within ASSISTments, a student can receive assistance in two ways: by requesting a hint, or by entering an incorrect answer, as shown in Figure 5.
The dataset comes from four Mastery Learning classes conducted in 2009, where students worked on problem sets until achieving some criterion, usually specified as answering three questions in a row correctly. The questions in these problem sets were generated randomly from templates, with the difficulty of each question assumed to be the same as all other questions generated from the same template. No problem selection algorithm was used to select the next question.

Two hundred 12-14 year old 8th grade students participated in these classes, generating 17,776 problem logs from 93 problem sets. However, due to the nature of the models studied in this paper, data from two of these students could not be used since these two students never answered more than one question within the same problem set.

Since two of the models cannot be used to predict performance on the first question of a problem set, as they rely on assistance usage on previous problems, these models were not trained or evaluated on the first question answered by a student on a given problem set. This reduced the dataset for these models to 12,099 problem logs. KT models were still trained using the entire dataset, but only evaluated on the 12,099 logs they had in common with the other models.

**III. Methods**

This section begins by giving an overview of KT, then introduces a framework for building data-driven student models called “tabling methods,” and describes two such methods: AM and APM. Next, the approaches used to ensemble these individual models together are briefly discussed. Finally, the procedure and measures used to evaluate all models are discussed.
Knowledge Tracing

KT is a well-studied student model introduced in (Corbett & Anderson, 1995) that keeps track over time of the probability that a student has mastered a given skill, given their past performance as evidence. The probability that a skill for a given student is in the “known” (vs. the “unknown”) state can then be used to predict future performance.

Constructing KT models involves learning four parameters:

1. Initial Knowledge ($L_0$) – the probability the student has mastered the skill before attempting the first question
2. Learn Rate ($T$) – the probability the student will have mastered the skill after attempting a given question if they have not mastered the skill already, independent of performance
3. Guess Rate ($G$) – the probability the student will answer correctly despite not having mastered the skill
4. Slip Rate ($S$) – the probability the student will answer incorrectly despite having mastered the skill

KT models can be represented as static, “unrolled” Bayesian networks, as shown in Figure 6. The level of knowledge $K_m$ at time step $m$ influences performance on question $Q_m$. Initial knowledge influences $K_0$, while knowledge at time step $m-1$ influences knowledge at time step $m$ for $m > 0$. The learned $T$, $G$ and $S$ parameters are the same across all practice opportunities, meaning that the conditional probability tables (CPTs) for all nodes $K_m$ where $m > 0$ have the same values, and the CPTs for all $Q$ nodes have the same values.

Figure 6: Static Bayesian network representation of Knowledge Tracing

In this work, the Bayes Net Toolbox for Matlab (Murphy, 2001) is used to create separate KT models for each problem set. The parameters for each model are learned using Expectation-Maximization, with initial values of 0.3 for $L_0$, 0.09 for $T$, 0.1 for $G$ and 0.09 for $S$.

Tabling Methods

In previous work (Wang & Heffernan, 2011), a data-driven approach called AM was used to predict performance based on the number of attempts and hints used on the previous problem. This was done by creating a table of probabilities of the student answering the next question correctly on the first attempt without any hints, indexed by the number of attempts and hints used.
on the previous problem. These probabilities were computed simply by computing the percentage of questions answered correctly on the first attempt with no hints, parameterized by the number of attempts and hints used on the previous problem.

Then, unseen test data was predicted by using the number of attempts and hints used on the previous problem to do a table lookup. The corresponding probability of getting the next question correct in the table was assigned as the prediction.

In this work, we present a generalization of this approach that serves as a framework for data-driven approaches for student modeling. The general procedure is as follows:

1. Create a table based on one or more attributes of the training data.

2. Compute the probability of answering a question correctly for each combination of values of the attributes selected in Step 1, and insert these probabilities into the proper cells in the table.

3. For each previously unseen test case, do a table lookup based on the attributes of the test case to obtain the probability (over the training data) of the student answering the question correctly.

4. Assign the retrieved probability as the prediction for the test case.

The attributes selected in Step 1 can be anything available or computable from the data, such as the number of hints and attempts used on the previous problem as AM does, or the correctness of the previous problem, the time taken, the type of skill, etc. These attributes could also represent which bin an instance falls into, where bins are constructed by splitting up students and/or problems based on some criteria.

Cells may need to be added to the table when values for one or more of the attributes are not available, depending on the nature of the attributes. If there are not enough data points for certain cells, it may help to simply combine them with others. Finally, depending on the nature of the selected attributes and the data, it may be useful to split certain cells based on some criterion.

In this work, two data-driven approaches that follow this framework are explored: the Assistance Model, as described by Heffernan and Wang and further described below, and the Assistance Progress Model (APM), which constructs a table based on the relationships between hints and attempts used on the previous two problems.

**Assistance Model**

As described previously, AM consists of a table of probabilities of a student answering a question correctly based on the number of attempts and the percentage of available hints used on the previous problem of the same skill. Attempts are broken into three bins: 1, (1, 6] and (6, ∞),
while the percentage of hints is broken into four: 0, (0, 50], (50, 100) and 100. The AM table constructed from the entire dataset is shown in Table 7.

<table>
<thead>
<tr>
<th>Hint %</th>
<th>Attempts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0.778</td>
</tr>
<tr>
<td>(0, 50]</td>
<td>0.560</td>
</tr>
<tr>
<td>(50, 100)</td>
<td>0.328</td>
</tr>
<tr>
<td>100</td>
<td>0.264</td>
</tr>
</tbody>
</table>

For instance, according to Table 7, when students answered correctly on the first attempt with no hints, they answered the next question correctly 77.8% of the time. On the other hand, if they required over six attempts and used all of the hints available, they answered the next question correctly only 37.4% of the time.

According to Table 7, when attempts are held constant, the general trend is that as hint usage increases, the probability that the student will answer the next question correctly decreases. This makes sense since hints are more likely to be used by students with lower knowledge of the skill.

When hints are held constant, different patterns occur with respect to the number of attempts used. When no hints are used, the probability of answering the next question correctly decreases as the number of attempts increases. This relationship is reversed when all hints are used. Finally, if just some of the hints are used, making a few attempts (between 2 and 6, inclusive) helps more than making one attempt, but making many attempts (> 6) decreases the probability of answering the next question correctly.

The pattern for no hints can be explained as more attempts required being indicative of lower student knowledge. For all hints being used, more attempts may indicate the student is attempting to learn rather than just requesting hints until the answer is given to them. Using some of the hints suggests the student has not mastered the skill, but has some knowledge of it and is attempting to learn. The relationship between making one attempt and making a few attempts can be explained by the more attempts the student makes, the more they learn, to a point. The use of excessive amounts of attempts probably indicates the student is not learning, despite using some of the hints.
The highest probability in the table, 0.778, corresponds to the case where the previous question was answered correctly. This is unsurprising since in this case, the student likely has mastered the skill. The lowest probability, 0.264, corresponds to making only one attempt while requesting all of the hints. This corresponds to the case where the student requests hints until the answer is given to them. This could be caused by the student simply not understanding the skill, or by the student “gaming the system,” or “attempting to succeed in an interactive learning environment by exploiting properties of the system rather than by learning the material” (Baker, 2007). In either case, not much learning takes place.

In (Wang & Heffernan, 2011), the AM table was constructed using 80% of the data and used to predict the remaining 20%. In this work, all models were evaluated using five-fold cross-validation.

**Assistance Progress Model**

AM only takes into account the number of attempts and percentage of hints required on the previous question to predict the student’s performance on the following question, without considering the progress the student is making over time in terms of attempts and hints used. APM, on the other hand, takes into account the relationships between the attempts and percentage of hints used on the previous two problems to predict performance on the next question.

The initial model looked like Table 8, each entry corresponding to a case where the second of the two previous problems requires a lower, equal or higher number of attempts or percentage of hints than the one before it. The number of data points for each cell appears in parentheses.

<table>
<thead>
<tr>
<th><strong>Hint % Relationship</strong></th>
<th>&lt;</th>
<th>=</th>
<th>&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Attempts Relationship</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;</td>
<td>0.672 (586)</td>
<td>0.611 (1410)</td>
<td>0.567 (60)</td>
</tr>
<tr>
<td>=</td>
<td>0.649 (248)</td>
<td>0.734 (8309)</td>
<td>0.590 (83)</td>
</tr>
<tr>
<td>&gt;</td>
<td>0.541 (85)</td>
<td>0.552 (1019)</td>
<td>0.512 (299)</td>
</tr>
</tbody>
</table>

However, it was necessary to extend the model to handle the case where there were fewer than two previous questions, so a separate cell was added for this situation (it had been treated as (equal attempts, equal hint %)). Next, it was observed that certain cells had few observations, so these cells were combined. Finally, it was realized that the (equal attempts, equal hint %) cell
combined data of two very different situations: the case where both questions being compared were answered correctly, and the case where they were both answered incorrectly. Therefore, this cell was split into two cells according to correctness. The final APM table, with probabilities taken over the entire dataset, is shown in Table 9. Cells without enough data on their own have been merged, and the (equal attempts, equal hint %) cell has been split in two: the top cell corresponds to the case when both questions are answered correctly, and the bottom to when both are answered incorrectly. The top-left cell contains the probability that questions with fewer than two predecessors will be answered correctly. The number of data points per cell are in parentheses.

Table 9: APM table for the entire dataset

<table>
<thead>
<tr>
<th>Attempts Relationship</th>
<th>Hint % Relationship</th>
<th>0.708 (2722)</th>
<th>&lt; 0.672 (586)</th>
<th>= 0.611 (1410)</th>
<th>&gt; 0.791 (5028)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>&lt;</td>
<td>&gt;=</td>
<td>&gt;=</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.649 (248)</td>
<td>0.791 (5028)</td>
<td>0.580 (143)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.352 (559)</td>
</tr>
<tr>
<td></td>
<td>&gt; 0.551 (1104)</td>
<td></td>
<td></td>
<td></td>
<td>0.512 (299)</td>
</tr>
</tbody>
</table>

According to Table 9, when the relationship between attempts is held constant, the general pattern is that the probability of correctness decreases as the relationship between the percentage of hints used worsens. The (equal attempts, equal hint %) cells do not fit this pattern, though this could be because they are split based on correctness. However, the same cell from Table 8 also does not fit the pattern. The same relationship exists between the attempt relationship and probability of answering correctly when the hint % relationship is held constant, again with the exception of the (equal attempts, equal hint %) cells. These patterns are intuitive, as students who are learning the material should require less assistance from one problem to the next and are likelier to answer the next question correctly, whereas those who are not learning will generally require the same amount of assistance or more to proceed, and are less likely to answer the next question correctly without assistance.

The highest probability in the table corresponds to the case where the hints and attempts used are the same for the previous two questions, and both are answered correctly (0.791). The lowest is when they are the same and are both answered incorrectly (0.352). The former result is intuitive since it corresponds to the case where the student answers two questions in a row correctly, the
best situation represented in the table. The latter corresponds to no progress in terms of assistance over the previous two questions, indicating that little if any learning has taken place.

**Ensembling Models**

As shown in (Wang & Heffernan, 2011), ensembling models can give better results than any individual model on its own. There are two goals in this work regarding ensembled models: improving the predictive power of AM by ensembling it with APM, and improving the predictive power of KT using both AM and APM. Wang and Heffernan already showed that ensembling KT with AM gives better results than KT on its own. It remains to be seen whether including APM will result in further improvements.

In addition to using means and linear regression models, as done in (Wang & Heffernan, 2011), this work also uses decision trees and random forests.

**Evaluation**

To evaluate the models, three metrics are computed: MAE, RMSE, and AUC. These metrics are computed by obtaining predictions using five-fold cross-validation (using the same partition for each model), then computing each metric per student. Finally, the individual student metrics are averaged across students to obtain the final overall metrics. Computing the average across students for each metric in this way avoids favoring students with more data than others, and avoids statistical independence issues when it comes to computing AUC. For these reasons, Pardos et al used average AUC per student as their accuracy measure in their work in evaluating several student models and various ways of ensembling them (Pardos et al, 2012).

All three of these metrics are reported because they are concerned with different properties of the set of predictions and therefore do not always agree on which model is best. MAE and RMSE are concerned with how close the real-valued predictions are, on average, to their actual binary values. On the other hand, AUC is concerned with how separable the predictions for positive and negative examples are, or how well the model is at predicting binary classes rather than real-valued estimates.

For example, in Table 10, the first two sets of predictions (P1 and P2) achieve AUCs of 1 since both perfectly separate the two classes (0 and 1). However, P2 achieves much better MAE (0.3960) and RMSE (0.6261) values than P1 (0.5940 and 0.7669, respectively). What’s more, P3 achieves an AUC of only 0.5, but outperforms both P1 and P2 in terms of RMSE (0.5292) and P1 in terms of MAE (0.4400).

<table>
<thead>
<tr>
<th>Actual Value</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0.99</td>
<td>0.8</td>
</tr>
<tr>
<td>1</td>
<td>0.01</td>
<td>1</td>
<td>0.8</td>
</tr>
</tbody>
</table>
Therefore, it is important to report all of these metrics. As shown above, they do not necessarily agree with each other. Additionally, although MAE and RMSE are similar, not even they always agree on the best model, as RMSE punishes larger errors more than MAE does.

**IV. Results**

In this section, the results for both the individual models and the ensemble models are reported. Given the importance of reporting multiple accuracy measures as discussed in the preceding section, three measures are reported for each model: MAE, RMSE and AUC. Each measure is computed by first computing the measure for each individual student, then averaging across students. The individual student measures are obtained by using predictions made using five-fold cross-validation, where the folds used are identical for every model.

**Individual Models**

The results of the three individual models are shown in Table 11. As described before, each of the three metrics are measured for each individual student, and then averaged across students.

In addition to the individual models discussed in Section 3, the results for a baseline model (always predicts 1, the majority class) are reported to serve as a baseline for the other models.

<table>
<thead>
<tr>
<th></th>
<th>MAE</th>
<th>RMSE</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0.2510</td>
<td>0.4642</td>
<td>0.5000</td>
</tr>
<tr>
<td>AM</td>
<td>0.3657</td>
<td>0.4129</td>
<td>0.5789</td>
</tr>
<tr>
<td>APM</td>
<td>0.3844</td>
<td>0.4221</td>
<td>0.5618</td>
</tr>
<tr>
<td>KT</td>
<td>0.3358</td>
<td>0.4071</td>
<td>0.6466</td>
</tr>
</tbody>
</table>

Unsurprisingly, KT performs reliably better than AM and APM in MAE \((t(197) = -8.45, p < .0001; t(197) = -13.55, p < .0001)\) and AUC \((t(187) = 6.35, p < .0001; t(187) = 5.97, p < .0001)\), and at least marginally better in RMSE \((t(197) = -1.75, p = .0824; t(197) = -4.44, p < .0001)\), as KT is a full student model, whereas AM and APM do not attempt to model student knowledge and make predictions solely on the basis of table lookups. Additionally, AM outperforms APM in MAE and RMSE \((t(197) = -12.88, p < .0001; t(197) = -5.61, p < .0001)\), which is also not
surprising considering that APM does not consider the actual number of attempts or percentage of hints used, only the relationships between them for the previous two questions. APM also has fewer parameters (9) than AM (12). The difference in AUC was not reliable \((t(187) = 1.62, p = .1063)\).

The baseline model reliably outperforms all other models in terms of MAE \((t(197) = -15.30, p < .0001; t(197) = -18.36, p < .0001; t(197) = -10.62, p < .0001)\), and reliably underperforms all other models in terms of RMSE \((t(197) = 5.87, p < .0001; t(197) = 4.92, p < .0001; t(197) = 6.01, p < .0001)\) and AUC \((t(187) = -9.72, p < .0001; t(187) = -6.34, p < .0001; t(187) = -12.80, p < .0001)\). It makes sense that the baseline performs well in terms of MAE, given that the mean value of the target attribute, the correctness of a question, is 0.6910. RMSE punishes larger differences more than MAE, making the baseline pay more for its wrong predictions of all cases where the student got the question wrong. Finally, since all predictions share the same value, the baseline cannot do any better than chance at separating the data. Therefore, it earns an AUC value of 0.5000.

These drastic differences in performance for the baseline alone across measures highlight the need for reporting multiple accuracy measures when evaluating student models.

**Ensembled Models**

In this subsection, various ways of ensembling the individual models are evaluated. Since KT was the best performer of the individual models in all three measures by at least marginally reliable margins, the ensembled models here are compared to KT. In the results for each ensemble method, underlined type indicates measures that are reliably worse than those for KT, boldface type indicates measures that are reliably better than those for KT, and regular type indicates there is no reliable difference between the measures for KT and the model in question. Statistical significance was determined using two-tailed pairwise t-tests and Benjamini and Hochberg’s false discovery rate procedure (1995).

**Mean**

The first ensembling method involved taking the simple mean of the predictions given by the various models. This was done in five ways: 1) with AM and APM to determine if it outperformed AM and APM on their own; combining KT with 2) AM and 3) APM to determine if either AM or APM improved predictions over using KT on its own; 4) with all three models to determine if it outperformed any of the individual models, and 5) taking the mean of AM and APM first, then taking the mean of those results with KT. The intuition for the last method is that KT performs better than AM, and most likely APM as well. Therefore, taking the mean of AM and APM first gives KT more influence in the final result while still incorporating both AM and APM. The results for these models are shown in Table 12.
Table 12: Results for the mean models

<table>
<thead>
<tr>
<th></th>
<th>MAE</th>
<th>RMSE</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>AM, APM</td>
<td>0.3751</td>
<td>0.4137</td>
<td>0.5917</td>
</tr>
<tr>
<td>KT, AM</td>
<td>0.3508</td>
<td>0.4006</td>
<td>0.6472</td>
</tr>
<tr>
<td>KT, APM</td>
<td>0.3601</td>
<td>0.4033</td>
<td>0.6409</td>
</tr>
<tr>
<td>KT, AM, APM</td>
<td>0.3620</td>
<td>0.4032</td>
<td>0.6433</td>
</tr>
<tr>
<td>KT, (AM, APM)</td>
<td>0.3554</td>
<td>0.4010</td>
<td>0.6469</td>
</tr>
</tbody>
</table>

According to the table above, taking the mean of KT and any combination of AM and APM predictions produces results that do as well as or reliably outperform KT in RMSE and AUC but reliably underperform in MAE. There is no reliable difference between the top two performing models, “KT, AM” and “KT, (AM, APM)” except in MAE, where “KT, AM” performs reliably better ($t(197) = -12.88, p < .0001$). Therefore, at least when taking means, adding APM to a model that already includes AM and KT does not reliably improve accuracy in any measure.

Additionally, taking the mean of the AM and APM models yields predictions that are comparable in RMSE and AUC, while reliably worse in MAE ($t(197) = 12.88, p < .0001$). Therefore, including APM predictions in mean models does not appear to improve predictive accuracy.

**Linear Regression**

The second ensembling method is linear regression. In this method, the training data for each fold was used to construct AM, APM and KT models. Predictions were then made for each training instance using these models, and then a linear regression model was built using the three individual predictions as predictors, along with the number of attempts and percentage of hints used, and nominal attributes describing the relationship between the attempts and hints used on the previous two problems. This model was then applied to the fold’s test data, whose instances were augmented with predictions from the AM, APM and KT models built from the fold’s training data.

Linear regression models were built with six different subsets of the aforementioned features:

1. AM – includes the AM prediction as well as the number of attempts and percentage of hints used on the previous problem
2. AM, KT – the AM set, along with the KT prediction
3. AM, APM* – the AM set, along with the two nominal attributes indicating the relationships between the attempts and hints used for the previous two problems
4. AM, APM*, KT – the AM, APM* set, along with the KT prediction
5. AM, APM – the AM, APM* set along with the APM prediction
6. AM, APM, KT – the AM, APM*, KT set along with the APM prediction

The motivation for testing these subsets of attributes is to determine the relative improvements attained by progressively adding more assistance relationship information to the model, both with and without KT. These models are built in Matlab using the LinearModel class. The results for the linear regression models are shown in Table 13.

<table>
<thead>
<tr>
<th></th>
<th>MAE</th>
<th>RMSE</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>AM</td>
<td>0.3701</td>
<td>0.4148</td>
<td>0.5770</td>
</tr>
<tr>
<td>AM, KT</td>
<td>0.3338</td>
<td>0.4024</td>
<td>0.6500</td>
</tr>
<tr>
<td>AM, APM*</td>
<td>0.3671</td>
<td>0.4127</td>
<td>0.5753</td>
</tr>
<tr>
<td>AM, APM*, KT</td>
<td>0.3319</td>
<td>0.4005</td>
<td>0.6341</td>
</tr>
<tr>
<td>AM, APM</td>
<td>0.3647</td>
<td>0.4112</td>
<td>0.5874</td>
</tr>
<tr>
<td>AM, APM, KT</td>
<td>0.3316</td>
<td>0.4000</td>
<td>0.6379</td>
</tr>
</tbody>
</table>

Not surprisingly, models that incorporate KT predictions all outperform their counterparts that lack KT predictions across all three measures. AM and APM together do better than AM, but not when KT is included. The best combination of models for linear regression is AM and KT, as it was for the mean models.

Unlike its corresponding mean model, the linear regression model that combines AM and KT reliably outperforms KT in MAE and RMSE, and is comparable in terms of AUC. This is consistent with the previous finding that combining AM and KT using linear regression outperforms KT (Wang & Heffernan, 2011), though their model did reliably better than KT for all three measures, which were taken over the entire dataset rather than averaged across students.

**Decision Trees**

Next, decision tree models were built from the results of the three individual models in the same way that the linear regression models were built, with the exception that the minimum number of data points per leaf and the level of pruning were optimized using brute force search per fold by using sub-fold cross-validation. The search varied the pruning level from 0 to 100% of the model in steps of 5%, and varied the minimum data points per leaf from 5 to 50 in steps of 5.
The decision trees were given the same set of attributes as the linear regression models, and were tested using the same six subsets of those attributes as described above for the linear regression models. The decision trees were built in Matlab using classregtree, specifying the method as ‘regression’.

The same sub-folds were used for each fold for all decision tree models. The results for these models are reported in Table 14. The model names correspond to the same subsets of attributes used for the linear regression models.

<table>
<thead>
<tr>
<th>Model</th>
<th>MAE</th>
<th>RMSE</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>AM</td>
<td>0.3637</td>
<td>0.4119</td>
<td>0.5793</td>
</tr>
<tr>
<td>AM, KT</td>
<td>0.3293</td>
<td>0.4009</td>
<td>0.6385</td>
</tr>
<tr>
<td>AM, APM*</td>
<td>0.3586</td>
<td>0.4087</td>
<td>0.5847</td>
</tr>
<tr>
<td>AM, APM*, KT</td>
<td>0.3286</td>
<td>0.4008</td>
<td>0.6358</td>
</tr>
<tr>
<td>AM, APM</td>
<td>0.3586</td>
<td>0.4090</td>
<td>0.5860</td>
</tr>
<tr>
<td>AM, APM, KT</td>
<td>0.3290</td>
<td>0.4012</td>
<td>0.6351</td>
</tr>
</tbody>
</table>

As for the linear regression models, the models that include KT predictions perform better than those that did not, across all three accuracy measures. Adding APM* to AM reliably improves accuracy, but there is no difference between this and combining AM and APM. Adding APM features of any kind do not improve models that include KT predictions. As for the linear regression models, the decision tree that performs the best is the one that only includes KT and AM, which reliably outperforms KT in both MAE and RMSE, with no reliable difference in AUC.

**Random Forest**

The final ensembling method used in this work was Random Forest, which is a collection of decision trees where each individual decision tree was built from a random subset of the attributes and a random subset of the data. In this work, random forests consisted of 1,000 such trees, which were each built randomly from any subset of the attributes and between 10% and 90% of the data. The prediction of the random forest as a whole for a given test instance was the simple mean of the predictions given by each individual tree within the forest. The trees were regression trees and required a minimum of five data points per leaf node. No pruning was done, as varying the pruning levels did not appear to significantly affect the predictive accuracy of the forests for this dataset.
The same set of attributes used for linear regression and decision trees were used in the random forest models, and the same six attribute subsets were tested separately as for the other methods.

With the exception of MAE (many of the predictions were 1, which happens to be the majority class), these models performed worse than the other ensembling methods. This could be due to most of the trees being overfit to the training data, as sub-fold cross-validation with brute force search of optimal pruning parameters was not performed for these trees as it was for the individual decision trees reported on in the previous section.

However, averaging these models with KT produced better results, as shown in Table 15.

<table>
<thead>
<tr>
<th></th>
<th>MAE</th>
<th>RMSE</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>AM</td>
<td>0.3505</td>
<td>0.4002</td>
<td>0.6461</td>
</tr>
<tr>
<td>AM, KT</td>
<td>0.3054</td>
<td>0.4117</td>
<td>0.6313</td>
</tr>
<tr>
<td>AM, APM*</td>
<td>0.3479</td>
<td>0.3985</td>
<td>0.6477</td>
</tr>
<tr>
<td>AM, APM*, KT</td>
<td>0.3005</td>
<td>0.4109</td>
<td>0.6358</td>
</tr>
<tr>
<td>AM, APM</td>
<td>0.3485</td>
<td>0.3990</td>
<td>0.6468</td>
</tr>
<tr>
<td>AM, APM, KT</td>
<td>0.2997</td>
<td>0.4090</td>
<td>0.6375</td>
</tr>
</tbody>
</table>

Unlike other ensembling methods, when random forest predictions are averaged with those of KT, progressively more APM data improves accuracy, though not always significantly. Otherwise, adding APM predictions appears to worsen results.

Overall
For the first three ensembling methods, those that included only AM and KT performed the best. However, for random forests, it was the average of KT with the random forest consisting of predictions from all three individual models. Table 16 reproduces these results, with bold-faced type indicating values that are reliably better than KT, and underlined type indicating values that are reliably worse. Table 17 reports the p-values of the differences between these models for each accuracy measure, with values indicating reliable differences in bold-faced type.

<table>
<thead>
<tr>
<th></th>
<th>MAE</th>
<th>RMSE</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEAN</td>
<td>0.3508</td>
<td>0.4006</td>
<td>0.6472</td>
</tr>
<tr>
<td>LR</td>
<td>0.3338</td>
<td>0.4024</td>
<td>0.6500</td>
</tr>
<tr>
<td>Model</td>
<td>MAE</td>
<td>RMSE</td>
<td>AUC</td>
</tr>
<tr>
<td>-----------</td>
<td>-------</td>
<td>-------</td>
<td>------</td>
</tr>
<tr>
<td>MEAN, LR</td>
<td>0.0000</td>
<td>0.1659</td>
<td>0.4274</td>
</tr>
<tr>
<td>MEAN, TREE</td>
<td>0.0000</td>
<td>0.8803</td>
<td>0.1116</td>
</tr>
<tr>
<td>MEAN, RF</td>
<td>0.0000</td>
<td>0.0022</td>
<td>0.1400</td>
</tr>
<tr>
<td>LR, TREE</td>
<td>0.0000</td>
<td>0.1669</td>
<td>0.0223</td>
</tr>
<tr>
<td>LR, RF</td>
<td>0.0000</td>
<td>0.0026</td>
<td>0.0406</td>
</tr>
<tr>
<td>TREE, RF</td>
<td>0.0000</td>
<td>0.0001</td>
<td>0.8476</td>
</tr>
</tbody>
</table>

Table 17: Significance tests for the best ensembling methods

From Tables 16 and 17, it appears that either the decision tree or random forest (averaged with KT) models could be considered the best model, depending on which measure is considered the most important. The random forest model is reliably better than the decision tree in terms of MAE, but reliably worse in terms of RMSE.

In general, it appears there is some value in comparing the usage of assistance over the previous two problems, as ensembling APM with AM consistently gives better results than using AM on its own, except when taking means. Despite this, ensemble methods that use only KT and AM perform better than any other model studied in this work, including all of those using APM. One explanation could be that one important thing that APM captures is learning over the previous two questions, which is already modeled in KT. The one exception is when a random forest of all individual models is averaged with KT, which indicates that there is information that APM takes into account that neither AM nor KT considers. Right now, it is not clear which of these ensemble models is best given the disagreement among the metrics. It depends on the relative importance placed on each metric.

V. Discussion and Future Work
In this work, we generalized an existing raw data model, AM, into a framework for predicting student performance by tabling raw data. This framework provides an efficient way for adding new sources of information into existing student models. From there, we developed a new model, APM, which makes predictions based on the relationship between the assistance used on
the previous two problems. Finally, we evaluated these models and KT, and then explored several ways of ensembling these models together.

We found that although APM is not as predictive as AM, combining the two with various ensembling methods produces models that reliably outperform AM on its own. This shows that prediction accuracy can be strengthened by recognizing the progress a student makes in terms of the assistance they use. However, for the most part, the best models studied in this paper were those that only ensembled KT and AM. Adding APM to such models did not improve accuracy, except in the case of random forests averaged with KT. Despite this, it is still evident that there is value in considering student progress in terms of assistance. Perhaps there are better methods of incorporating that information into predictive models that will yield better results.

We also confirmed that ensembles of AM and KT reliably outperform KT, in line with previous work (Wang & Heffernan, 2011). Whereas previous work showed this was the case when computing the measures across all problem logs, this work shows it also holds when the measures are computed as averages across students.

We reported three different accuracy measures to fairly compare models against each other, and argued that reporting multiple measures is necessary since they measure different properties of the predictions and therefore do not always agree on which model is best. We also argued that computing these measures per student, then averaging across students is more reliable than treating all problems as equal since the latter approach favors models that are biased towards students with more data.

Although we found that the ensemble methods perform better than KT at predicting performance, such models are difficult to interpret and therefore may be limited in usefulness. Fitting a KT model for a given skill yields four meaningful parameters that describe the nature of that skill, whereas ensemble methods in this work give models of how to computationally combine predictions from KT and AM to maximize predictive accuracy. Since KT models student knowledge, it can be used to guide an ITS session. KT can also be extended to quantify the effects of help (Beck et al, 2008), gaming (Gong et al, 2010), and individual items (Pardos, Dailey & Heffernan, 2011), among other factors, on learning and performance. It appears the usefulness of the ensemble methods is limited to prediction of the next question, a task that serves as a good measure of the validity of a student model but does not appear to be useful in guiding ITS interaction.

On the other hand, AM and APM are simple to compute and do not suffer from the identifiability problem that KT does (Pardos & Heffernan, 2010b). AM and APM consist of summaries of the raw data rather than inferred parameters. Although not as predictive as KT, AM and APM give interpretable statistics with little chance of overfitting. Additionally, they consider the assistance used, which could indicate the usefulness of a system’s help features. Other tabling methods
could be used to study the effects of other aspects of ITS, though likely with lower predictive accuracy than KT due to the limited set of values such methods can use as predictions.

Since the ensemble models outperformed KT but appear to be limited to predicting a student’s performance on the next question, finding a way to use such predictions within ITS would be a useful contribution. Question selection could be a possible application (i.e. selecting an easier question if the model predicts the student will answer the next question incorrectly).

Another direction for future work could be determining other useful specializations of the framework we presented for building models from raw data. AM and APM focus on assistance, but other attributes could prove useful. Additionally, this work did not investigate grouping students or problems.

Another future direction could be determining why some models, like APM, can reliably improve a model such as AM when ensembled with it, but not improve results when a third model such as KT is involved. It appears that the information that APM uses is important, but may not be used by APM in the best way possible. Examining the use of assistance over the course of more than just the previous two problems may also prove useful.

Finally, experimenting with other methods of ensembling the models described here and other raw data models within this framework is also worth looking into. Previous work experimented with means and linear regression (Wang & Heffernan, 2011), and this work expanded upon those methods by including decision trees and random forests. However, other work in ensembling student models suggests that neural networks may perform better (Pardos et al, 2012).
Chapter 5: Using a simplified process to fit Knowledge Tracing models

Student modeling is an important component of ITS research because it can help guide the behavior of a running tutor and help researchers understand how students learn. Due to its predictive accuracy, interpretability and ability to infer student knowledge, Corbett & Anderson's Bayesian Knowledge Tracing is one of the most popular student models. However, researchers have discovered problems with some of the most popular methods of fitting it. These problems include: multiple sets of highly dissimilar parameters predicting the data equally well (identifiability), local minima, degenerate parameters, and computational cost during fitting. Some researchers have proposed new fitting procedures to combat these problems, but are more complex and not completely successful at eliminating the problems they set out to prevent. We instead fit parameters by estimating the mostly likely point that each student learned the skill, developing a new method that avoids the above problems while achieving similar predictive accuracy.

This chapter was published at the following venue:

I. Introduction

Within the field of Intelligent Tutoring Systems (ITSs), student modeling is important because it can help guide interaction between a student and an ITS. By having a model of student knowledge, an ITS can estimate how knowledgeable a student is of various knowledge components (or “skills”) over time and use that to determine what the student needs to practice.

However, student modeling is also important to researchers. The parameters learned from BKT can be used to characterize how students learn and to evaluate ITS content. Examples of this include studying the effects of “gaming the system” on learning (Gong et al, 2010) and evaluating hint helpfulness (Beck et al, 2008), among many other studies.

While BKT is popular and useful, researchers have found problems with fitting BKT models. One such problem is identifiability: there may be multiple sets of parameters that fit the data equally well (Beck & Chang, 2007), making interpretation difficult. Additionally, the learned parameters may produce what is called a degenerate model, or a model that fits the data well but violates the assumptions of the approach, generally leading to inappropriate pedagogical decisions if used in a real system (Baker, Corbett & Aleven, 2008).

Two popular fitting methods in the literature, Expectation-Maximization (EM) (Moon, 1996) and brute force grid search, both suffer from identifiability. Additionally, EM can get stuck on local minima, and brute force comes with a high computational cost.
Researchers have attempted to deal with these issues through strategies like limiting the values brute force searching can explore (Baker et al, 2010a), determining which starting values lead to degenerate parameters in EM (Pardos & Heffernan, 2010b), computing Dirichlet priors for each parameter and using these to bias the search (Rai, Gong & Beck, 2009), clustering parameters across similar skills (Ritter et al, 2009), and using machine-learned models to detect two of the parameters (Baker, Corbett & Aleven, 2008).

This work introduces a simple method of estimating BKT parameters that sacrifices the precision of optimization techniques for the efficiency and interpretability of empirical estimation. Briefly, we estimate when students learn skills heuristically, and then use these estimates to help compute the four BKT parameters. Our goal is to efficiently produce accurate, non-degenerate BKT models.

II. Data
For this work, we used data from ASSISTments (Feng, Heffernan & Koedinger, 2009), an ITS used primarily by middle- and high-school students. In this dataset taken from the 2009-10 school year, 1,579 students worked on 61,522 problems from 67 skill-builder problem sets. The skill-builders used had data from at least 10 students, used default mastery settings (three consecutive correct answers to achieve mastery, ending the assignment), and had at least one student achieve mastery. A student’s data was only included for a specific skill-builder if they answered at least three questions.

III. Methods
In this work, we developed and analyzed a new fitting procedure for BKT. We begin this section by describing BKT and then introduce our empirical approach to fitting BKT models. Finally, we describe the analyses we performed.

Bayesian Knowledge Tracing
Bayesian Knowledge Tracing (Corbett & Anderson, 1995) is a student model used in ITS research that infers a student’s knowledge given their history of responses to problems, which it can use to predict future performance. Typically, a separate BKT model is fit for each skill. It assumes that a given student is always either in the known state or the unknown state for a given skill, with a certain probability of being in each. To calculate the probability that a student knows the skill given their performance history, BKT needs to know four probabilities: $P(L_0)$, the probability a student knows the skill before attempting the first problem; $P(T)$, the probability a student who does not currently know the skill will know it after the next practice opportunity; $P(G)$, the probability a student will answer a question correctly despite not knowing the skill; and $P(S)$, the probability a student will answer a question incorrectly despite knowing the skill.

According to this model, knowledge affects performance (mediated by the guess and slip rates), and knowledge at one time step affects knowledge at the next time step: if a student is in the unknown state at time $t$, then the probability they will be in the known state at time $t+1$ is $P(T)$. 
Additionally, BKT models typically assume that forgetting does not occur: once a student is in the known state, they stay there.

**Computing Knowledge Tracing Using Empirical Probabilities**

In this section, we present a new approach to fitting BKT models we call Empirical Probabilities (EP). EP is a two-step process that involves annotating performance data with knowledge, and then using this information to compute the BKT parameters.

**Annotating Knowledge**

The first step in EP is to annotate performance data for each student within each skill with an estimate of when the student learned the skill. We assume there are only two knowledge states: known (1) and unknown (0), and do not allow for forgetting (a known state can never be followed by an unknown state).

In this work, we use a simple heuristic for determining when a student learns a skill: we choose the knowledge sequence that best matches their performance. This is illustrated by Figure 7. A full description of this heuristic can be found online (Hawkins, 2014).

![Figure 7](image)

**Computing the Probabilities**

Using the knowledge estimates, we were able to compute each of the four BKT parameters for each skill empirically from the data.

The first of these parameters is \( P(L_0) \), the probability that the student knew the skill before interacting with the system. We can empirically estimate this by taking the average value of student knowledge on the first practice opportunity:

\[
P(L_0) = \frac{\sum k_0}{|k_0|}
\]  

(1)

Equation (1) is similar to a heuristic in (Pardos & Heffernan, 2010a) for estimating individual student prior knowledge. While that paper used performance to compute a prior for each student as opposed to using knowledge to compute a prior for each skill as we do here, the idea that prior knowledge can be estimated mathematically in this way is similar.
Using $K_i$ and $C_i$ as knowledge and correctness at problem $i$, respectively, the following equations are used to compute the other three BKT parameters:

$$P(T) = \frac{\sum_{i=0}(1-K_{i-1})K_i}{\sum_{i=0}(1-K_{i-1})} \quad (2)$$

$$P(G) = \frac{\sum_i C_i(1-K_i)}{\sum_i (1-K_i)} \quad (3)$$

$$P(S) = \frac{\sum_i (1-C_i)K_i}{\sum_i K_i} \quad (4)$$

**Experiments**

In this paper, we compare BKT models fit with EM and EP in terms of predictive accuracy, model degeneracy, and training time. Due to space constraints, only the predictive accuracy results are reported here. Results for the other experiments as well as the code and data used in all the experiments are available online (Hawkins, 2014).

To fit EM, we used Murphy’s Bayes Net Toolbox for MATLAB (BNT) (Murphy, 2001). For EM, it is necessary to specify a starting point. We chose an initial $P(L_0)$ of 0.5, and set the other three parameters to 0.1. Additionally, we set a maximum of 100 iterations and used the default BNT improvement threshold value of 0.001.

To compute the parameters using EP, we implemented the equations in the previous section in MATLAB using basic functionality. Then, we entered these values into the conditional probability tables of a BKT model constructed with BNT.

**IV. Results**

First, we examine how predictive each method is of student performance under five-fold student-level cross-validation. We evaluated the methods using mean absolute error (MAE), root mean squared error (RMSE), and $A'$. These metrics were computed for each student and then used in two-tailed paired t-tests to determine the significance of the differences between the overall means of the two models. The degrees of freedom for the MAE and RMSE significance tests was one less than the number of students, whereas that of the $A'$ significance test was lower due to some students being excluded (students who gave all correct or all incorrect answers for all skills were excluded since $A'$ is undefined in such cases). The values below represent the average of the student metrics. Lower values of MAE and RMSE indicate better performance, whereas the opposite is true of $A'$. The results are shown in Table 18.

<table>
<thead>
<tr>
<th>Learning Method</th>
<th>MAE</th>
<th>RMSE</th>
<th>$A'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>EM (BNT)</td>
<td>0.3830</td>
<td>0.4240</td>
<td>0.5909</td>
</tr>
<tr>
<td>EP</td>
<td>0.3742</td>
<td>0.4284</td>
<td>0.6145</td>
</tr>
</tbody>
</table>

Table 18: Prediction results for the two methods of learning BKT parameters: Expectation Maximization and Empirical Probabilities
Although the differences between these metrics are all statistically significant according to two-tailed paired t-tests (MAE: $t(1,578) = 10.88$, RMSE: $t(1,578) = -6.74$, A’: $t(1,314) = -7.01$, $p < 0.00001$), the differences are small. Therefore, we believe the two methods are comparable in terms of predicting performance.

We also tested EM and EP in terms of model degeneracy and fitting time. In summary, we found that only EM learned degenerate parameters, and that EP runs significantly faster than EM. The full results are available online (Hawkins, 2014).

V. Conclusions and Future Work

From this work, it appears that a simple estimation of knowledge followed by computing empirical probabilities may be a reasonable approach to estimating BKT parameters. We found that EP had comparable predictive accuracy to that of EM. Additionally, it is mathematically impossible for EP to learn theoretically degenerate guess and slip rates (i.e. above 0.5) (Hawkins, 2014), and it is at least as good as EM at avoiding empirically degenerate parameters, based on tests suggested and used in (Baker, Corbett & Aleven, 2008). We also found it was considerably faster than EM (Hawkins, 2014).

An improvement to EP would be to annotate knowledge more probabilistically. EP makes only binary inferences of knowledge based on predictive performance. For example, EP always considers incorrect responses on the first problem to be made in the unknown state, even though some of these are slips. Therefore, a more probabilistic approach may be able to produce better parameter estimates.

EP could be used as a tractable way to help improve accuracy by incrementally incorporating data into models as it becomes available during a school year. This would improve models for skills with little or no previous data and make use of student and class information. If a skill has little or no previous data, using current school year data may improve estimates of its parameters. Also, it has been shown that incorporating student (Pardos & Heffernan, 2010a) and class (Wang & Beck, 2013) information can improve predictive performance, which cannot be done before the start of a school year.

While EP achieves similar accuracy to EM and appears not to learn degenerate parameters, we did not perform any external validations of the learned parameters for either approach. Such an analysis would help determine how much we can trust EP parameters, especially when they differ from those learned by EM.
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