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feedback electronics has been developed and implemented within structure of the MOP-

1, as shown in Fig. 9.5b. 

 

Fig. 9.5.  Kinematic configuration and realization of MOP-1: (a) CAD model of the 

kinematic configuration and the examination setup for in-vivo measurements with the 

OH; and (b) hardware realization including brakes and position sensors at each joint; and 

force sensor (load cell) composed of 3 full strain gage bridges configured to provide 

direct measurement of the individual Cartesian components of the tip force. 

 

9.3.3 MOP-2 

The second mechatronic otoscope positioner (MOP-2) was developed to satisfy 

kinematic and stability requirements for use of the OH in clinical conditions [Dobrev et 

al., 2013b].  The MOP 2 allows examiner to position the OH in the patient’s ear by 

intuitively applying a force to the positioner’s control handle.  Figure 9.6 shows the 

workspace, kinematic configuration, and the realization of the MOP-2.   
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Fig. 9.6.  Kinematic configuration and realization of MOP-2: (a) CAD model of the 

required workspace for one ear and the full workspace of the positioned – generic model 

of patients head is included for scale; and (b) MOP-2 hardware realization.  Kinematic 

links are highlighted with solid lines. 

 

The required degrees of freedom and workspace to position the otoscope near the 

patients’ ear, as shown in Fig. 9.6a, was synthesized based on measurements and 

observations of the trajectories of typical otology clinical exams.  The MOP-2 hardware 

realization, as shown in Fig. 9.6b, is based on a commercially available bench-top 

microscope stand that was enhanced with an adjustable braking system and improved 

kinematics consisting of 4 links in parallel with a total of 6 degrees of freedom.  The 1st 

and 2nd links are connected by a compound prismatic-pin joint that allows for individual 

control over the rotation and extension of the 2nd joint, while minimizing the footprint of 

the MOP-2.  The 2nd and 3rd links are connected through a prismatic joint capable for 

>0.5 m of extension, which allow for reach to both left and right ears without 

repositioning of the patient.  The 3rd and 4th links are connected through a ball joint 

allowing for ±30° control over the relative angle between the centroid axis of the ear 

canal, Chapter 3, and the sensitivity axis of the OH, as shown in Fig. 9.6a. 
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Similar to MOP-1, MOP-2 passively positions the OH, such that it only constrains 

and guides the user input without applying active actuation, resulting in an inherently safe 

system.  The braking system in the MOP-2 consists of modular base elements connected 

in a parallel control system that is expandable without significant changes to the existing 

hardware of the MOP-2.  This allows for the application of the control system to a variety 

of existing passive medical positioners, thus expanding the possibilities for 

implementation of the HHS in various clinical settings. 

9.4 Realization of the full HHS system 

Two models of the high-speed holographic system (HHS) have been designed and 

implemented.  A pulsed HHS (PHHS) has been implemented for research and clinical 

applications, including in-vivo, focused on the steady state and transient response of the 

middle ear (ME).  The PHHS has been realized as an upgrade to an existing digital 

holographic system (DHS) with the addition of the OH and MOP.  A continuous HSS 

(CHHS), based on the HS 2+N method and a high-speed camera, has been implemented 

with a focus on research applications related to the transient response of the middle ear. 

9.4.1 Pulsed high-speed holographic system (PHHS) 

The pulsed high-speed holographic system (PHHS), shown in Fig. 9.7, incorporates 

the OH and the MOP-2 and is capable of time-averaged, stroboscopic and MPDE 

measurements for study of the motion of the middle-ear under steady state and transient 

excitation.  The PHHS has already been deployed in medical research conditions, where 
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it has been used in steady state [Rosowski et al., 2013a], transient [Dobrev et al. 2014c] 

and in-vivo [Dobrev et al. 2014a] applications. 

 

Fig. 9.7.  Hardware realization of the pulsed high-speed holographic system (PHHS). 

 

In order to minimize hardware costs and complexity, the PHHS has been realized as 

an upgrade to a previously developed digital holographic system (DHS) [Flores-Moreno 

et al. 2011].  The implementation of the PHHS utilized and upgraded [Dobrev et al. 

2014b] the existing laser delivery, I/O and control software modules, and added the OH 

[Dobrev et al. 2012] and MOP 2 [Dobrev et al., 2010] modules to enable MPDE based 

transient measurement capabilities as well as for clinical use.   

9.4.2 Continuous high-speed holographic system (CHHS) 

The continuous high-speed holographic system (CHHS) has been implemented with a 

focus on research applications related to the transient response of the middle-ear, and it 
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has already been applied in medical research conditions for measurements of the transient 

response of human TM samples [Dobrev et al., 2015].  The CHHS setup, as shown in 

Fig. 9.8, incorporates a custom laser delivery system, an compact optical setup with a 

high-speed (HS) camera (Photron SA5 1000k), and I/O and software control modules 

modified for transient HS 2+N acquisition.  Improvements of the I/O module are 

described in Chapters 8, with corresponding software upgrades, Chapter 10.  This Section 

focuses on the hardware development of the laser delivery (LD), sound presentation (SP), 

and optical setup (OS) of the CHHS, as shown in Fig. 9.8. 

 

Fig. 9.8.  Schematics of the hardware realization of the continuous high-speed 

holographic system (CHHS).  The CHHS consists of sound presentation, laser delivery 

(LD), and optical setup (OS).  The optical setup includes an interferometer, focusing 

optics (objective), and a high-speed camera (Photron SA5 1000k). 

 

The optical system consist of an objective, beam splitter (wedge) and HS camera.  The 

objective (relay lens JML Optical 41 mm 1016) has 80 mm WD, 1.5 mm DOF, 15 mm 
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maximum FOV and f/4 aperture.  The effective (i.e., >60% contrast) spatial resolution of 

the optical system is >25 lines/mm.  In order minimize object light losses, the wedge was 

specified such that it redirects >95% of the object light at the sensor.  The HS camera is 

based on the Phtoron SA5, which is capable of frame rates in the range of 25-140 kfps at 

reduced resolutions (i.e., 1922 - 5122 pixels) and up to a maximum of 1 Mfps at minimum 

resolution (i.e., 6416 pixels), with minimum exposure time of 369 ns.  Operation at such 

frame rates and exposure times requires sufficiently high illumination power in order to 

allow sufficient amount of light energy per camera exposure.  However, a fiber coupled 

LD module, such as the one in PHHS and DHS, couples <40% of the laser power into the 

object illumination.  This is mainly due to the diffraction efficiency [McCarron et al., 

2007] (i.e., 70-90%) of the AOM and the coupling efficiency (i.e., 50-70%) of the fiber 

couplers [Laferriere et al., 2011].  In order to improve the power efficiency of the object 

illumination, the PHHS incorporates a custom LD module, as shown in Fig. 9.8, which 

couples laser light directly into the optical system and the sample without any fiber 

couplers and fiber optics.  The LD does not include an AOM, as the control of the timing 

of each exposure is handled by the HS camera with an accuracy <100 ns, based on the 

internal sync clock of the camera.  The LD includes a continuous wave (CW) laser 

(Oxxius SLIM-532, 50mW), variable ratio (1:20-1:4) beam splitter, and a PZT phase 

shifter.  The LD allows for nearly 85% coupling efficiency resulting in >42 mW 

illumination power at the sample based on a 50 mW laser.  This allows for > 2 fold 

increase in output power compared to the LD module in the PHHS.  
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10 Numerical methods and software 

implementation 

This Chapter describes the development of numerical methods and corresponding 

software implementation of a set of procedures, as part of a holographic measurement 

process (HMP), which allow for manual and/or automated control of the acquisition, 

processing, and analysis of holographic data. 

10.1 Overview of numerical methods for a holographic measurement process 

(HMP)  

The acquisition, processing, and analysis of holographic data require the development 

and implementation of numerical methods for the realization of a set of procedures that 

are combined with the holographic measurement process (HMP).  The workflow of the 

HMP can be separated in four major stages with corresponding set of procedures for: 

 Hardware setup and software controls–adjustment of all hardware and software 

settings in preparation for a measurement.  

 Acquisition –control and synchronization of camera frame capture, illumination, 

excitation and phase-shifting. 

 Processing – sampling and reconstruction of the double-exposure phase data 

corresponding to the deformation of the object. 

 Analysis– conversion from wrapped phase to displacement.  

A set of numerical methods, implemented as software procedures, has been 

developed for every stage of the holographic measurement process (HMP), as shown in 

Fig. 10.1.   
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Fig. 10.1.  Overview of the numerical methods that have been developed and 

implemented as software procedures to control and execute the main stages of a 

holographic measurement processes (HMP).  The procedures that have been newly 

developed and implemented within this Dissertation are highlighted in dashed lines.  

Procedures that have been developed within this Dissertation, but are based on existing 

implementations [Harrington et al., 2011], are highlighted in dotted lines.  Existing 

procedures [Furlong et al., 2009] are highlighted in solid lines. 

 

The individual procedures are separated in two major categories, live and off-line, 

based on the time span of the particular procedure relative to the time span of the 

measured events.  A procedure is considered live if it can be executed with >1 Hz rate 

and/or within less than 10s of the start of the measurement and can be handled 

automatically.  This categorization also dictates the software implementation strategy for 

each HMP stage.  Execution of live HMP stages is handled within the real-time 

LaserView software, designed and compiled within the visual C environment 

[Harrington, et. al, 2011].  Execution of off-line HMP stages is implemented within the 
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MATLAB scripting language that provides a set of technical computing libraries upon 

which a library of custom software procedures have been developed.  Every numerical 

method, and corresponding software procedure, that has been newly developed and 

implemented as part of this Dissertation is highlighted in dashed lines in Fig. 10.1. 

10.2 Hardware and software setup procedures 

The hardware and software setup stage of the HMP is aimed at adjustment of all 

system modules and corresponding components for a particular measurement or a routine 

calibration/adjustment of the system.  This hardware and software setup stage consists of 

procedures for:  

 PZT calibration – automatic quantification of the PZT phase shift amount 

(in Volts) based on 5-frame temporal phase stepping algorithm [Dobrev, et 

al., 2009].  

 Beam ratio adjustment - automatic measurement of the object-reference 

beam ratio in the interferometer and illumination modules [Harrington et 

al. 2010]. 

 Excitation – provides control over the excitation signal level, frequency, 

type (i.e., sine, pulse, chirp, etc.) and phase (delay), Chapter 8. 

 Reference beam alignment - provides live visual feedback (2D FFT) and 

software adjustment capabilities to assist during the alignment of the 

reference beam (RB) for the improvement of the spatial phase sampling 

(SPS) method incorporated within the OH of the PHHS, Chapter 9.  
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 Sample alignment – provides rapid visual feedback for improved dexterity 

during sample manipulation and alignment.  The procedure is available for 

the lensless digital holography reconstruction algorithms within the 

PHHS, Chapter 7. 

 High-speed camera setup – allows for establishing connection with the 

high-speed camera as well as adjustment of major acquisition and 

synchronization parameters such as readout noise calibration, focus, I/O, 

triggers, etc., Chapter 8. 

Appendix B illustrates the use of the Graphical User Interface (GUI) of the hardware 

and software setup procedures of the HMP stage implemented within LaserView and 

PFV.  

10.3 Data acquisition procedures 

The software implementation of the data acquisition stage of the HMP allows for 

time-averaged [Rosowski et al., 2009], double-exposure [Rosowski et al., 2013a], 

stroboscopic [Furlong et al., 2009], MPDE, Section 8.1, and HS 2+N, Section 8.2, 

acquisition modes.  All acquisition modes share a similar control architecture, as shown 

in Fig. 10.2, where a unified control software governs the execution and synchronization 

of camera acquisition, laser illumination and phase shifting, excitation, and feedback 

recording procedures.  The camera acquisition procedure adjusts the acquisition settings 

of the camera before a measurement and saves incoming data from the camera to the 

computer memory during a measurement.  The illumination procedures allow for control 

over the temporal location and accuracy of the measured data.  The phase shifting 
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procedures allow for temporal phase stepping required by 4-frame and 2+1 LCPS phase 

sampling methods.  The excitation procedures allow for control over an acoustical or 

mechanical source in order to induce controlled deformation of the sample.  The feedback 

recording procedure collects data from acoustical (i.e., microphone), mechanical (i.e., 

load cell, accelerometer, gyroscope, etc.) or optical (i.e., LDV) sensors for quantification 

of the excitation or response (i.e., averaged or local) of the sample.  In the case of the 

HHS, the excitation and feedback procedures control the SP hardware module, and the 

illumination and phase shifting procedures control the LD hardware module. 

 

Fig. 10.2.  Block diagram of the software and control architecture of the time-

averaged, double-exposure, stroboscopic, MPDE, and HS 2+N acquisition modes of the 

HHS.  Each acquisition mode allows for the execution and synchronization of camera 

acquisition, laser illumination and phase shifting, excitation, and feedback recording 

procedures for full-filed quantification of the static, steady state or transient response of a 

sample.  The control timing signals are highlighted with solid lines and synchronization 

between all other modules are highlighted with dashed lines. 
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The time-averaged, double exposure and stroboscopic acquisition modes and their 

implementation in LaserView have been explained elsewhere [Harrington et al., 2011].  

This Section is focused on the software implementation of the multi-pulsed double 

exposure (MPDE) and high-speed 2+N frame (HS 2+N) acquisition modes through a 

unified modular control approach (MCA).  

10.3.1 Modular control approach (MCA) for transient acquisition methods 

All acquisition modes, for quantification of a steady state or transient events, rely on a 

master clock that controls the synchronization of all real-time procedures during a 

measurement procedure.  In a time-averaged or stroboscopic [Harrington et al., 2011] 

mode, the control software utilizes the signal generator component of the I/O module to 

provide synchronization between the excitation and illumination.  However, transient 

acquisition algorithms, such as the MPDE or HS 2+N, could require the synchronization 

of multiple events, which imposes constraints on the number of channels of the existing 

signal generator within the HHS.  In order to avoid costly hardware upgrades or 

development of custom timing electronics, a modular control approach (MCA) has been 

developed to allow for the control and synchronization of a wide variety of acquisition 

methods, while minimizing hardware and software modifications.  The approach utilizes 

the capability of current state-of-the-art data acquisition systems (DAQ) for simultaneous 

output of correlated timing signals (CTSs) across multiple (i.e., >32) digital outputs.  This 

allows for an array of synchronization signals that can control simultaneously multiple 

devices and processes during a transient acquisition procedure, as shown in Fig. 10.3.   
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Fig. 10.3.  Flow chart of the modular control approach (MCA) for automatic 

generation and real-time output of arrays of control signal time-waveforms (ACSTW) for 

the control and synchronization of multiple devices during an acquisition procedure.  DO 

stands for digital output. 

 

The MCA approach works in two stages: a non-real-time stage before and a real-time 

stage during a measurement.  Before a measurement, based on user-defined settings of 

the acquisition mode, the control software generates an array of control signal time-

waveforms (ACSTW), each one corresponding to a particular control signal for a specific 

device in the measurement system.  Each time-waveform is based on a fully customizable 
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binary time code based on a TTL signal.  The ACSTW are then loaded into the memory 

of the DAQ.  All operations during this stage are executed in non-real-time under the 

main control of the general-purpose PC operational system (i.e., Microsoft Windows 7).  

In the second stage, upon the beginning of the measurement, the full ACSTW is output in 

parallel through an array of digital outputs as correlated timing signals in real-time under 

the control of the DAQ’s real-time firmware.  The temporal accuracy of the ACSTW 

depends on the internal clock of the DAQ and is typically better than 1 s.  The 

maximum total temporal duration of the ACSTW depends on the user controllable 

sampling rate (i.e., 0.1, 10 or 20 MHz) and the size of the DAQ’s memory.  The DAQ 

(NI PCI-6259), implemented within the HHS, allows for more than 100 ms of data at 

sampling rate of 100 kHz across 32 channels simultaneously. 

10.3.2 Multi-pulsed double exposure (MPDE) acquisition mode 

The multi-pulsed double exposure (MPDE) acquisition mode is based on the MPDE 

acquisition algorithm, described in Chapter 8.  The implementation of the acquisition 

mode within LaserView allows for user control over the camera acquisition, laser 

illumination and acoustic excitation through a custom GUI, described in Appendix B. 

For implementation of the MPDE acquisition mode, the MCA approach was used to 

provide user control over 3 CTS that govern the beginning of every pair of camera 

exposures, the duration and temporal location of each light pulse and the temporal 

location of the beginning of the excitation.  

A CTS controls the camera trigger for the capture of each DE frames pair.  Additionally, 

a minimum time between the exposures (MTBA) is achieved, Chapter 8, by setting the 
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camera exposure time close (varies with camera model) to the inter-frame time, as shown 

in Fig. 10.4.  Since a typical exposure time of the conventional speed camera is much 

longer (i.e., >50 ms) than the duration of a transient response of the human ME (i.e., <5 

ms), the beginning of the camera trigger is adjusted to compensate for the exposure time 

of the camera. 

 

Fig. 10.4.  Overview of the timing diagram and corresponding acquisition parameters 

(highlighted in bold) of the MPDE acquisition mode.  The software implementation, 

based on the MCA approach, provides user control over 3 CTS that govern the beginning 

of every pair of camera exposures, the duration and temporal location of each light pulse 

and the temporal location of the beginning of the excitation. 

 

A CTS governs each light pulse (Strobe in GUI) based on user-controlled parameters 

for duration and temporal location.  During measurement, each light pulse is controlled 

by one of the ACSTW outputted from a DO to the AOM driver that, in turn, controls the 

light output in the LD module by the AOM.  
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A CTS governs the time of the beginning of the excitation (Stimulus in GUI) by 

sending a trigger input into the signal generator.  Based on the MPDE procedure 

described in Chapter 8, the beginning of the excitation is adjusted to occur between the 

two light pulses (Strobe1 and Strobe2 in GUI); however, other configurations are also 

available.  The type, level and duration of the excitation are adjusted manually through 

the front panel of the signal generator.  

The software implementation of the MPDE acquisition mode allows for the user 

control of several major acquisition parameters, including: 

 The effective measurement time for every frame is defined by the pulse duration 

(Strobe length in the GUI), which in turn defines the temporal accuracy. 

 The equivalent frame rate is defined by the strobe interval (Interval in the GUI) 

which governs the incremental time step for each new deformed frame recording 

relative to the beginning of each new DE measurement.  

 The effective measurement duration and number of samples are defined by the 

beginning and end (Start and End in UI) of the range of time instances for the 

deformed frames. 

 The number of samples is defined by the combination of the measurement 

duration and frame rate. 

10.3.3 High-speed 2+N (HS 2+N) acquisition mode 

The high-speed 2+N (HS 2+N) acquisition mode is based on the HS 2+N acquisition 

method, described in Chapter 8, consisting of three major events: camera acquisition, 

temporal phase shifting, and excitation.  To perform high-speed transient measurements 
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of a TM sample in HS 2+N acquisition mode, the user is required to specify camera 

acquisition, temporal phase shifting, and excitation parameters. 

User control over the camera acquisition parameters of the high-speed (HS) camera 

(Photron SA5 1000k) is provided by the Photron Fastcam Viewer (PFV v.3.3.8), which 

allows for selection of AOI (spatial resolution), exposure, sampling speed (frames per 

second), trigger mode, number of frames (number of samples), and camera I/O [Photron, 

2013].  Adjustment of AOI, exposure, and camera I/O is analogue to a conventional 

speed camera (similar to LaserView), while the sampling speed, trigger mode, and 

number of frames are specific to the Photron SA5 camera and will be discussed in this 

section. 

User control over the excitation and the temporal phase shifting is provided by the 

MPDE acquisition mode UI in LaserView (described in Appendix B) with no software 

modifications and only minor adjustment of the settings, which will be discussed in this 

section.  A detailed description of the operation of the Laser View GUI is presented in 

Appendix B.  A detailed description of the operation of the PFV GUI can be found in the 

Photron SA5 camera manual [Photron, 2013].  This Section presents an overview of the 

software procedures and corresponding parameters specific to the Photron SA5 high-

speed camera used in the CHHS in HS 2+N acquisition mode. 

10.3.3.1 Camera spatial and temporal resolution 

The maximum frame rate (sampling speed) of the Photron SA5 is inversely 

proportional to the selected resolution (and corresponding AOI), as shown in Fig. 10.5, 

and is governed by the data transfer rate between the camera sensor and memory, 

typically measured in gigapixels per second (Gpix/s).  This is due to the principle of 
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operation of this type of high-speed cameras, Section 6.1.  After every camera exposure, 

data from the individual pixels at the sensor are transferred to the camera memory at a 

data transfer rate that depends on the memory bus speed and the duration of the memory 

allocation operations.  While the memory bus speed is constant, the duration of the 

memory allocation operations is nearly independent of data size, resulting in decreasing 

data transfer rate with increasing frame rate, as shown in Fig. 10.5.  In the case of the 

SA5, the data transfer rate drops ~25% from 7k to 100k fps.  Based on the sampling rate 

requirements listed in Chapter 6, the Photron SA5 is typically set for frame rates in the 

range of 40-140K fps, which allows for spatial resolution in the range of 2002 to 

4002pixels. 

 

Fig. 10.5.  Graph of the relationship between the size (in pixels) of the area of interest 

(AOI), data transfer rate (Gpix/s) and frame rate (fps) for the Photron SA5 high-speed 

camera.  The graph suggests that the data transfer rate is not constant, but decreases with 

increasing frame rate. 

 

10.3.3.2 Camera triggering modes 

The PFV software (v3.3.9) and the Photron SA5 1000k camera allow for several 

trigger modes for synchronization with external events.  The different trigger types are 
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defined by the principle of data acquisition and storage of the camera.  The Photron SA5 

is always recording once it is armed, and a trigger event (independent of the source type) 

defines only what is stored in memory, and available for the user for download through 

the PFV software.  This is achieved by a continuous cyclic recording utilizing a “first in, 

last out” (FILO) memory allocation principle.  The cyclic FILO memory allocation 

principle means that once the memory is full, newly acquired frames are stored by 

overwriting the oldest frames.  In practice, the continuous recording means that once a 

trigger event is received, any number of frames (within the memory capacity of the 

camera) before and/or after the trigger event can be accessed from the memory.  The 

camera also allows multiple trigger events to be captured.  The operation of the camera 

relative to the trigger event is defined by the trigger mode types, which are summarized 

in Table 10.1(nomenclature is based on the PFV software) and categorized based on the 

duration of the recording and the location of the recorded temporal window relative to the 

trigger event. 

The typical duration of the transient response of the human TM exited by an acoustic 

click is <5 ms, Chapter 6, which results in <250 frames (3842pix @ 42 kfps) or < 1% of 

the available camera memory (i.e., 8GB).  Based on these criteria, a trigger mode should 

allow for recording of user specified number of frames after receiving a trigger event.  

This matches the capabilities of both “Random” and “Random Reset” trigger modes.  

However, only one of the trigger modes provides suitable accuracy in synchronization 

between the camera and the trigger event, as demonstrated in Fig. 10.6.  In the case of the 

“Random” trigger mode, the beginning of only the next available camera exposure is 

synchronized with the trigger event, as shown in Fig. 10.6a.  This can cause a random 
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delay of up to one inter-frame period between the trigger event and the beginning of the 

first recorded frame. 

Table 10.1.  Trigger modes available within the PFV v3.3.9 software for the Photron 

SA5 1000k [Photron, 2013].  Organization is based on the duration of the recorded even 

and the position of the event relative to the trigger event.  HS 2+N acquisition mode 

utilizes the “Random Reset” trigger mode, highlighted in bold.  Nomenclature is based on 

the PFV software. 

Temporal location of 

recording with respect 

to trigger input 

Duration 

Full memory N frames 

Before “End” N/A 

During “Center” “Random Center” 

After “Start”, “Two-stages” “Random”, “Random Reset” 

Custom “Manual” “Random manual” 

 

In the case of the “Random reset” mode (sync reset trigger) the exposure of the first 

recorded frame starts in <0.35 s, governed by the internal clock of the Photron SA5, 

after the trigger event to ensure consistent synchronization.  To achieve that, the camera 

resets the vertical synchronization of the sensor upon detection of a trigger even, 

independent of the inter-frame time, as illustrated in Fig. 10.6b.  The HS 2+N acquisition 

mode utilizes the “Random Reset” trigger mode of the Photron SA5 to ensure consistent 

timing of the start of the recording relative to the trigger event. 
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Fig. 10.6.  Trigger mode types with different temporal accuracy of synchronization 

between the camera exposure and the trigger event: (a) frame trigger mode synchronizes 

the start of the exposure of the next available frame with the trigger event, resulting in a 

random delay (within one inter-frame period); and (b) sync reset trigger mode resets the 

sensor sync, thus evoking a new exposure upon the exact time (i.e., <0.35 s delay) of the 

trigger even. 

 

10.3.3.3 Control and synchronization 

For control and synchronization of the HS 2+N acquisition mode, the modular control 

approach (MCA) was used to provide user control over 3 CTS that govern the temporal 

locations of the trigger of the HS camera, temporal phase shifting, and the beginning of 

the sample excitation.  The user controls the parameters of each CTS by the same 

LaserView GUI, as with the MPDE acquisition mode, with no software modifications 

and only minor adjustments of the acquisition settings.  While the camera trigger and the 

beginning of the excitation are analogues to the MPDE acquisition mode, the HS 2+N 

acquisition mode requires no illumination control.  Instead, this CTS is adjusted to 

produce only one pulse (instead of 2 in the MPDE mode) that is used to control the 

beginning of the phase step. 
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10.4 Processing 

At the end of the acquisition stage of the HMP, the HHS provides a 3D holographic 

data set (3DHDS) representative of the spatio-temporal intensity variation of the complex 

field (hologram) of the object undergoing transient deformations due to the excitation 

procedure.  However, in order to characterize the deformation of the object, the 

corresponding phase information within each hologram is to be extracted (sampled).  

Two single frame phase sampling algorithms (i.e., DESPS and 2+1 LCPS, Chapter 7) 

have been implemented as a set of procedures comprising the processing stage of the 

HMP, which allows the conversion of each frame of the 3DHDS from intensity into 

wrapped phase map corresponding to the object’s deformation, as shown in Fig. 10.7. 

 

Fig. 10.7.  A workflow of the procedures, comprising the processing stage of the 

HMP, to convert intensity of every recorded hologram into wrapped phase maps 

corresponding to the full-field transient displacement of the object. 

 

The processing stage of the holographic measurement process (HMP) consists of the 

following procedures: 

 DC removal – quantification and removal of the background illumination 

component of each recorded hologram, as described in Section 7.1. 

 Reconstruction – application of numerical reconstruction algorithms, as described 

in Chapters 5 and 7, for the quantification of the complex field of the object at 

every camera frame. 
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 Phase sampling – application of single frame phase sampling algorithms, as 

described in Chapter 7, for quantification of the phase change corresponding to 

the full-field deformation of the object in time. 

This section describes the details of the implementation of the procedures within the 

processing stage of the HMP. 

10.4.1 DC removal 

The constant background illumination (DC) component of each hologram, as 

described in Chapters 5 and 7, needs to be removed before further processing.  

Depending on the acquisition mode, MPDE or HS 2+N, used for recording of the 

3DHDS, either a spatial or temporal DC removal procedures are applied to the full data 

set. 

The temporal based DC removal procedure is based on the assumption that the 

background illumination varies slowly in time, as described in Chapter 7.  Based on that, 

the DC component at each pixel is defined as its temporal average within the 3DHDS.  

The temporal DC estimation at each spatial pixel of the full 3DHDS is implemented in 

two ways, each minimizing either hard disk seek time or memory usage.  In the first 

approach, the full 3DHDS is read simultaneously, thus minimizing hard disk seek time.  

The DC estimation is then performed on the full 3DHDS by using a computationally 

efficient low-pass filter applied along the temporal axis of the 3DHDS in parallel across 

all pixels.  However, since typical transient recording of the human TM consists of ~250-

1000 frames, Chapter 8, loading all data simultaneously could require large memory size 

(i.e., > 1 GB for a double precision data array of 384x384x1000).  To alleviate this 
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problem, a memory efficient temporal DC estimation is implemented based on a running 

average, which can be applied to the full data set at the memory expense of only 1 frame 

at a time.  However, this approach would increase the total readout time by imposing 

longer hard disk seek times.  By implementing both types of temporal DC estimation 

methods, the processing stage can be executed on various PC hardware.  The temporal 

DC estimation is primarily used for measurements with short total duration (i.e., <10 ms), 

as is the case with the HS 2+N acquisition mode, in order to avoid environmental 

disturbances. 

The spatial DC removal procedure is based on the assumption that the background 

illumination varies slowly in space, as described in Chapter 7, which allows for 

estimation of the DC component at each pixel based on the average of the pixel 

intensities within a small spatial kernel (i.e., 33 pixels or 5×5).  The spatial DC 

estimation for the full hologram is implemented by a computationally efficient spatial 

low-pass filter (i.e., mean).  The resulting DC component map is then subtracted from the 

intensity map (frame).  The spatial DC removal procedure is typically applied to data sets 

obtained in MPDE acquisition mode, as described in Chapter 8, where the total 

measurement time (i.e., >1 min) could result in random temporal variation of DC level 

between individual frames, thus limiting the use of a temporal estimation techniques. 

10.4.2 Reconstruction 

Data obtained with the lensless digital holographic setup of the OH, typically based 

on MPDE acquisition mode, requires numerical reconstruction (focusing/refocusing) in 

order to obtain the object information.  
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10.4.2.1 Reconstruction algorithms 

Reconstruction procedure, developed and integrated within the processing stage of 

the HMP, allows for holographic reconstruction algorithms based on either Fresnel 

transformation, Chapter 5, or the Convolution approach [Kreiss, 2005; Schnars and 

Jüptner, 2002].  The workflow of the software implementation of both reconstruction 

algorithms, as shown in Fig. 10.8, utilizes common subroutines such as forward and 

inverse Fast Fourier Transforms (FFT and IFFT) as well as spatial masking in the spatial 

or frequency domains. 

 

Fig. 10.8.  Workflow of the software implementation based on the Convolution and 

Fresnel reconstruction procedures.  The two approaches share common subroutines such 

as forward and inverse Fast Fourier Transforms (FFT and IFFT) as well as masking 

(spatial or frequency domain).  Major user input parameters of the reconstruction 

procedure are outlined. 
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Each masking subroutine consists of several elements that can be computed based on 

either default values from the metadata information of the RTI or LVVID [Harrington et 

al., 2011] files, or user specified parameters.  Each mask is a spatial map of complex 

values that are multiplied with the spatial or frequency domain of the holographic data 

during the computational procedures of the digital reconstruction.  The various masks 

represent discrete mathematical models including: 

- Reference beam model –the complex field of the reference beam at the sensor 

plane.  Available options within the software implementation are of a parallel 

(default option) or spherical reference beam [Schnars and Jüptner, 2002] model.  

- Lens model - the imaging properties of the lens (if present in the optical system) 

in order to be accounted for in the reconstruction process [Schnars and Jüptner, 

2002]. 

- Chirp function - the complex field of a chirp function that is part of the Fresnel 

transformation, Eq. 5.33, typically used in the reconstruction of the digital 

lensless holograms captured by the MPDE acquisition methods. 

- Transfer function - the complex field of an impulse function that is part of the 

Convolution reconstruction [Kreiss, 2005].  This is internally expressed as either a 

2D FFT of an impulse response function in the spatial domain or a closed form 

solution of the corresponding transfer function in the frequency domain [Kreiss, 

2005]. 

10.4.2.2 Automatic focusing 

Most parameters (i.e., reference beam holographic reconstruction model, wavelength) 

needed for the reconstruction procedure are defined by the holographic optical and 
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illumination setup and can be calibrated before a measurement.  However, the working 

distance (WD) of the object, and the corresponding reconstruction distance, varies with 

the particular experimental setup.  In order to provide a sufficiently accurate 

reconstruction distance, the reconstruction procedure allows for options: 

- Default –automatically reads the reconstruction distance from the header 

(metadata) of the RTI and LVVID files [Harrington et al., 2011].  These 

parameters have been determined experimentally by the user during the hardware 

and software setup stage of the HMP. 

- Manual – the user specifies a reconstruction distance manually based on/or 

independent of the Default settings. 

- Automatic –allows for an automated iterative search for an optimal reconstruction 

distance based on several focus estimation algorithms. 

The automatic reconstruction distance search uses simultaneously 3 focus (sharpness) 

estimation algorithms, shown in Fig. 10.9, that are executed iteratively through a 

predefined search range of possible reconstruction distances.  The search range is either 

user-defined or is automatically set as a ±5% (user selectable) around the Default 

reconstruction distance. 
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Fig. 10.9.  Diagram of the principle of operation of 3 sharpness estimation algorithms: 

(a) original image with a selected focusing window; (b) Bayes spectral entropy (BSE) 

based algorithm estimates the local and global entropy through a discrete cosine 

transform (DCT); (c) FFT power spectrum based algorithm estimates the energy  ratio 

between the low-frequency (central) part and the full spectrum; and (d) histogram based 

algorithm estimates the intensity level as the ratio of the most frequently occurring 

(mode) intensity relative the maximum value. 

 

All sharpness estimation algorithms are used simultaneously to find the optimal 

reconstruction distance for the object, based on the data within the focusing window, 

shown in Fig. 10.9a. 

The first focus estimation algorithm is based on a Bayes spectral entropy (BSE) of an 

image spectrum [Kristan et al., 2006].  The BSE is quantified locally by a discrete cosine 

transform (DCT) for each non-overlapping 8x8 kernel within the focusing window, as 

shown in Fig. 10.9b.  The output of the BSE based focusing algorithm is defined by the 
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average of the focus measures of all kernels within the focusing window.  In this case, 

improved (higher) sharpness is indicated by a higher entropy value. 

The second focus estimation algorithm is based on the distribution of the total energy 

across the 2D FFT power spectrum [Chikkerur et al., 2011] of the spatial frequencies 

within the focusing window.  The output of the 2D FFT based focusing algorithm is 

defined by the energy ratio between the low-frequency (i.e., <10% of full range) part and 

the full spatial frequency spectrum, as shown in Fig. 10.9c.  In this case, improved 

(higher) sharpness is indicated by a lower energy ratio corresponding to higher energy in 

the high-frequency region, indicating sharper spatial features within the focusing 

window. 

The third focus estimation algorithm is based on the histogram (intensity data) of the 

reconstructed hologram and is specific to coherent light (speckled) imaging, as opposed 

to the first two algorithms that are originally designed for white light imaging.  The 

output of the histogram based focusing algorithm is defined by the ratio between the most 

frequently occurring (mode) and the maximum intensities.  In this case, improved 

(higher) sharpness is indicated by a lower illumination ratio corresponding to lower 

intensity of the mode of the histogram. 

Figure 10.10 shows a practical example of the performance of the 3 algorithms 

applied at one instance of a stroboscopic recording of a TM.  Typically the automatic 

focusing procedure is applied with 15-20 iterations, each requiring a new reconstruction 

at the computational time expense of ~1.2sec/DE frames (each at 20482 pixels).  In order 

to speed up the overall procedure, only 15-25% of the resolution of the original hologram 
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is used for reconstruction of each iteration of the focusing procedure, making the process 

4-5 times faster without significant compromise in focusing accuracy. 

 

Fig. 10.10.  Representative results of the automatic reconstruction processes utilizing 

the algorithms shown in Fig. 10.9 for one instance (double-exposure, DE frames) of a 

MPDE based transient measurement of a human TM: (a) iterations of the automatic 

focusing in the ±10% range relative to the Default reconstruction distance; (b) graph of 

normalized focus sharpness versus reconstruction distance for all 3 focusing algorithms; 

(c) DE modulation map of the human TM with the Default reconstruction distance; and 

(d) same as (c) but with a -4.7% correction of the reconstruction distance. 

 

10.4.3 Phase sampling 

10.4.3.1 1 frame spatial phase sampling (SPS) 

The 1-frame SPS method, as described in Chapter 7, allows for quantification of the 

object’s complex field by separating the components of the reconstructed hologram in the 

frequency domain, as shown in Fig. 10.11.  The software implementation of the SPS, 

allows the user to define the center of the object as well as the required AOI, Fig. 10.11a.  

This information is then automatically applied to all images within the 3DHDS to obtain 

the modulation and phase of the complex field of the object, Figs 10.11b and 10.11c. 


