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ABSTRACT

Optical vortices are singularities in phase fronts of laser beams. They are characterized by a dark core whose size (relative to the size of the background beam) may dramatically affect their behavior upon propagation. Previously, only large-core vortices have been extensively studied. The object of the research presented in this dissertation was to explore ways of generating small-core optical vortices (also called *optical vortex filaments*), and to examine their propagation using analytical, numerical and experimental methods. Computer-generated holography enabled us to create arbitrary distributions of optical vortex filaments for experimental exploration. Hydrodynamic analogies were used to develop an heuristic model which described the dependence of vortex motion on other vortices and the background beam, both qualitatively and quantitatively. We predicted that pair of optical vortex filaments will rotate with angular rates inversely proportional to their separation distance (just like vortices in a fluid). We also reported the first experimental observation of this novel fluid-like effect. It was found, however, that upon propagation in linear media, the fluid-like rotation was not sustained owing to the overlap of diffracting vortex cores. Further numerical studies and experiments showed that rotation angle may be enhanced in nonlinear self-defocusing media.

The results presented in this thesis offer us a better understanding of dynamics of propagating vortices which may result in applications in optical switching, optical
data storage, manipulation of micro-particles and optical limiting for eye protection.
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SYMBOLS AND ABBREVIATIONS

Greek Symbols

$\alpha$ - light absorption coefficient.

$\beta$ - phase modulation parameter.

$\beta_{\text{HWHM}}$ - ratio of the beam size to vortex size.

$\Gamma$ - circulation of the velocity field around a vortex in fluid.

$\Delta n$ - characteristic nonlinear change in index of refraction.

$\eta$ - period of an amplitude hologram measured in units of resolvable printer dots.

$\eta_B$ - efficiency of a Bragg hologram.

$\theta$ - azimuthal cylindrical coordinate in real space.

$\Theta$ - azimuthal cylindrical coordinate of a vortex.

$\kappa$ - strength of a fluid vortex (analogous to topological charge of an optical vortex).

$\lambda$ - wavelength.

$\Lambda$ - spatial period of an amplitude hologram or period of transverse modulation of a periodic field.

$\Lambda'$ - fringe spacing of a thick phase hologram.

$\pi$ - 3.141592654.

$\rho$ - density of the fluid or the radial cylindrical coordinate in Fourier space.

$\sigma_z, \sigma_{FT}, \sigma_V$ - sign factors ($\pm 1$) in various phase expressions.
\( \phi \) - azimuthal cylindrical coordinate in Fourier space.

\( \phi_V \) - angular displacement of a vortex with respect to its initial position.

\( \Phi \) - phase.

\( \Omega \) - angular rate of rotation for a pair of vortices.

**Roman Symbols**

\( A, A_m \) - electric field amplitude.

\( D \) - heat diffusion coefficient or thickness of a hologram or mask.

\( d_V \) - separation of vortices in a pair.

\( E \) - electric field.

\( e \) - 2.718281828.

\( \mathcal{F} \mathcal{T} \) - Fourier transform.

floor() - “floor” function, floor(\( x \)) is equal to the largest integer equal or less than \( x \).

\( f_x, f_y \) - transverse Cartesian coordinates in Fourier space.

\( G_{BG} \) - background field amplitude.

\( H_n() \) - Struve function of order \( n \).

\( i \) - imaginary unit, \( i = \sqrt{-1} \).

\( I \) - intensity of the electric field.

\( I_\nu() \) - modified Bessel function of the first kind of fractional order \( \nu \).

\( \Im() \) - imaginary part of a complex number.

\( J_n() \) - cylindrical Bessel function of order \( n \).

\( k \) - wavenumber.

\( \vec{k} \) - wavevector.

\( \vec{k}_\perp \) - transverse wavevector.
$m$ - topological charge of an optical vortex.

$n$ - index of refraction.

$n_0$ - linear index of refraction.

$n_2$ - nonlinear refraction index coefficient.

$\Delta n$ - characteristic nonlinear change in index of refraction.

$N.A.$ - numerical aperture.

$N_p$ - resolution of a laser printer.

$O()$ - proportional to the number of operations in an algorithm.

$P$ - power.

$Q$ - quality factor of a thick hologram.

$R$ - radial cylindrical coordinate of a vortex.

$\Re()$ - real part of a complex number.

$\text{Sgn}()$ - “sign” function: $\text{Sgn}(x) = x/|x|$.

$t$ - time.

$T$ - temperature.

$\text{TEM}_{ij}$ - transverse electromagnetic mode of order $(ij)$.

$u$ - electric field envelope.

$\vec{v}$ - velocity of a fluid.

$v$ - speed of a fluid ($v = |\vec{v}|$).

$w$ - radial size of a beam.

$w_0$ - radial size of a Gaussian beam at its waist.

$w_{\text{HWHM}}$ - half-width at half maximum size of the beam.

$w_{\text{OVS}}$ - radial size of a vortex soliton.

$w_r$ - arbitrary scaling factor, used for large-core vortices.
$w_v$ - radial size of a vortex.

$x, y$ - transverse Cartesian coordinates in real space.

$x_{NL}$ - transverse nonlinear scaling factor.

$z$ - Cartesian coordinate along the optical axis.

$z_{NL}$ - longitudinal nonlinear scaling factor.

$Z_V$ - characteristic vortex diffraction length, $Z_V = kw_v^2/2$.

$Z_0$ - Rayleigh length of a Gaussian beam.

$Z_T$ - Talbot distance.

\textbf{Mathematical Symbols}

$\vec{\nabla}$ - gradient operator (3-dimensional).

$\vec{\nabla}_\perp$ - transverse gradient.

$\nabla^2$ - laplacian operator (3-dimensional).

$\nabla^2_\perp$ - transverse laplacian operator.
1. INTRODUCTION

Vortices are fascinating topological features which are ubiquitous throughout the Universe. They play an important role in a great number of physical processes ranging from microscopic structure of superfluid helium\textsuperscript{1–4} to global weather patterns\textsuperscript{5} and possibly to formation of matter in the Big Bang.\textsuperscript{6} Over the last decade potential applications have driven a surge of interest in vortices in optical fields owing to potential applications. In self-defocusing media an optical vortex (OV) induces a waveguide\textsuperscript{7,8} which may be used for optical switching.\textsuperscript{9} In linear optics OV’s have been already utilized as “optical tweezers” to manipulate small objects.\textsuperscript{10–12} OV’s may also be useful for optical limiting purposes\textsuperscript{13} or for optical data storage. From the physical sciences point of view our understanding of vortices in optical fields may provide insights into vortex behavior in other physical systems.

This thesis covers two main topics: (1) the generation of optical vortices and (2) vortex propagation in linear and nonlinear media. Several methods may be used to embed OV’s onto a “background” beam, such as a Gaussian laser beam. These include mode-converters,\textsuperscript{14} phase masks\textsuperscript{7,15} and computer-generated holograms\textsuperscript{16} (CGH’s). In this work we describe only CGH’s and phase masks. Using analytical, numerical and experimental methods we investigated the propagation of OV’s and explained how the propagation of a vortex is affected by other vortices and by the background beam in which the vortex resides. The main contribution of the author of this dissertation
and his collaborators is the investigation of small-core optical vortices, which were not considered before. Based on hydrodynamic analogies we predicted that small-core vortices will exhibit effective interactions both in linear and nonlinear media similar to the ones known for vortex filaments in a fluid. By applying the CGH technology to create, for the first time, arbitrary distribution of small-core optical vortices we were able to confirm our theoretical analysis. These novel results provide us with a better understanding of dynamics of propagating vortices potentially allowing the control of OV motion by modulating the background beam or introducing other vortices.

The chapters in this thesis are organized as follows. A brief historical account concerning optical vortices presented with a literature overview is given in Chapter 2. The generation of optical vortex filaments using computer-generated holography is described in Chapter 3. The fluid-like effective interactions between small-core vortices are discussed in Chapter 4, revealing that OV filaments may orbit one another at rates that are orders of magnitude larger than those having non-localized cores. Experimental observations and confirmations of this rotational enhancement are presented in Chapter 5. In Chapter 6 we discuss other effects in vortex propagation, including the influence of periodic background conditions and the optical analog of the Magnus effect. A brief overview of vortex filament motion in hydrodynamics is given in Appendix A. The numerical algorithm used to model the propagation of light in linear and nonlinear media is described in Appendix B. Finally, Appendix C describes the sign conventions for the optical vortex phase.
1. INTRODUCTION

Parts of this thesis have been published in or submitted to the following journals:


and were presented at the following international conferences:


2. HISTORY

The essential characteristic of a field vortex is the phase profile, given by \( \Phi(r, \theta, z_c) = m\theta \), where \((r, \theta, z_c)\) are the cylindrical coordinates, \(z_c\) is the path of the vortex core, and \(m\) is a signed integer called the “topological charge”. As one travels a full circle around the center of the vortex, the phase of the electric field changes by an integer factor of \(2\pi^*\) and thus the phase is continuous everywhere except for the path, \(z_c\), where \(r = 0\). At the center of the core the phase is an undefined singularity; it is physically acceptable since the intensity vanishes there. Assuming the path of the vortex lies on the optical axis, \(z\), and adding a phase factor, \(-kz\) to describe light propagating paraxially along \(z\) axis we obtain the phase \(\Phi(r, \theta, z) = m\theta - kz\), where \(k\) is the wavenumber. In this case, the equiphases surfaces will have a form of helical spirals with a pitch of \(m\lambda\), where \(\lambda\) is the vacuum wavelength. Thus, an OV is essentially a screw dislocation in the phase fronts of a light wave. In the plane, perpendicular to propagation, initial electric field envelope of a single vortex may be expressed as

\[
    u(r, \theta, z = 0) = A_m(r, z = 0) \exp(i m \theta),
\]

where the core is colinear with the optical axis, \(z\), and \(A_m\) is a radially symmetric amplitude profile function.

* Unless noted otherwise the phase is measured in radians
Vortices or topological phase defects occur as particular solutions (Laguerre modes) to the wave equation in cylindrical coordinates.\textsuperscript{17,18} These modes may be used to describe a radiating electromagnetic field.\textsuperscript{19} Perhaps the most familiar example of an optical vortex (OV) is the TEM\textsubscript{01} “doughnut” mode of a laser cavity.\textsuperscript{20–23} Like all field vortices, this mode has an intensity profile characterized by a dark core extending through space. The diameter of the core is determined by the wavelength and the diameter of the cylindrical resonator. This vortex is an auto-normal solution of the wave equation - it propagates without changing its shape. In this regard it behaves very differently from small-core OV’s or OV filaments which are the main objects of interest in this dissertation.

Unlike the aforementioned case of a single vortex, other physical systems may give rise to a number of vortices. For example, in large-area cavities multiple radiation modes are allowed by boundary conditions of the wave equation. Spontaneous birth and death, propagation dynamics of vortex modes and stable spatial structures in various resonators have been extensively explored.\textsuperscript{24–37} In addition a number of vortex phenomena which may find applications in parallel data processing were investigated, including self-organizing pattern formation, spatial symmetry breaking and spatial multi-stability of solitons in laser cavities.\textsuperscript{38–43}

While the presence of vortex modes in systems with cylindrical symmetry seems natural owing to the azimuthal nature of the vortex phase profile, it was somewhat surprising to find vortices in unbound systems. Early experiments in optics and acoustics found that field vortices are generated when the waves scatter from surface imperfections.\textsuperscript{44–47} In their landmark 1974 paper Nye and Berry\textsuperscript{44} showed that wave pulses reflected from rough surfaces will contain defects similar to the ones found in
imperfect crystals: edge, screw and mixed edge-screw dislocations. Nye and Berry emphasized that their findings apply to any limited coherent wavetrains which travel in different directions and interfere. Indeed, laser speckle contains large numbers of randomly distributed OV’s.\textsuperscript{46}

The spatial position of the vortices described above could not be easily controlled - they either spontaneously appear at random locations or, as in the case of a “doughnut” mode, a single vortex appears at the center of the cavity. From the experimental point of view one would like to be able to produce arbitrary distributions of optical vortices. An innovative approach using computer-generated holograms (CGH’s)\textsuperscript{16,48–52} has a number of advantages. It provides a complete control over the number, core size, locations and topological charges of the vortices, while allowing one to specify the phase and spatial resolution. In addition, CGH’s can be made in low-cost production using readily available commercial high-resolution printing services. Bazhenov \textit{et al.}\textsuperscript{16} was the first to propose the following procedure. An interference pattern obtained by beating a beam containing vorticity with an off-axis plane wave is calculated by computer and transferred onto a transparency. A laser beam passed through this amplitude hologram will contain the calculated distribution of vortices in the first diffractive order. Heckenberg \textit{et al.}\textsuperscript{48} proposed a slightly different method, where the reference wave is co-linear with the signal wave. The resulting holograms are similar to spiral Fresnel zone plates. Our research group at WPI has applied Bazhenov’s approach to design and produce CGH’s of small-core vortices.\textsuperscript{51,52}

Most of the early research on OV dynamics has focused on large-core vortices.\textsuperscript{53–59} Their amplitude function may be written as

\[ A_m(r, z = 0) = (r/w_r)^m, \quad (2.2) \]
where \( w_r \) is a scaling factor, not affecting the size of the vortex. Indebetouw\(^{57}\) obtained closed-form analytical solutions describing the propagation of an arbitrary combination of large-core vortices nested in a background Gaussian beam. Surprisingly, he found that only vortices with opposite topological charges affected each other’s propagation. In the case of a beam containing an array of vortices with identical topological charges, the propagation of an individual vortex was not affected by the presence or the position of other vortices. Namely, as the beam propagated, the vortex array rigidly rotated, owing to the phase evolution of the background Gaussian beam. In the far field, the angular displacement of the vortices with respect to the center of the beam asymptotically approached 90° (the so-called Gouy phase\(^{60,61}\)), while the dark cores of the vortices adiabatically diffracted with the beam. Since the large-core vortices are self-similar solutions of the paraxial wave equation, their intensity profile does not change upon propagation.

At the same time, seemingly surprising correlations and rules have been found by Freund \textit{et al.}\(^{62–75}\) in the topology of random Gaussian distributions of optical vortices. These correlations can be derived from certain fundamental physical assumptions. E.g., by requiring the electric field function to be single-valued (since multiply valued field functions are unphysical) Freund was able to prove the “sign principle”. It states that there is a high probability of the near-neighbor vortices having opposite topological charges.\(^{65}\) It was proven earlier by Zel’dovich \textit{et al.}\(^{76}\) that vortices with high topological charge are improbable in the speckle. Freund also showed that the positions of the phase defects alone exhaust the content of a Gaussian speckle field.\(^{†}\)

\(^{†}\) These results are valid for any random scalar field obeying circular Gaussian statistics, including light, electron and neutron waves.
In addition, Freund et al. reported extensive correlations between numerous near-neighbor vortex parameters (besides topological charge) and suggested the presence of an underlying ordered structure in the geometry of apparently random wave fields.\textsuperscript{67}

Meanwhile, vortices were also being discussed in the context of nonlinear optics. The optical vortex soliton (OVS) was experimentally discovered by Swartzlander and Law.\textsuperscript{7,77} Simultaneously, Snyder\textsuperscript{8} discussed the possibility of self-guided dark nonlinear modes based on a waveguide analogy. The OVS is a robust (2+1)-dimensional spatial structure which can propagate without changing its size. It may be formed in self-defocusing medium from an initial phase singularity when the nonlinear index change in the medium compensates the effect of diffraction. It is interesting to note that in the experiment cited in Ref. 7 a phase mask with only minimal phase resolution - 3 phase steps (0, \(\pi\) and 2\(\pi\)) was sufficient to induce the OVS in the medium. The soliton was not only observed in a beam initially containing vorticity: pairs of solitons with opposite charges were reported to form spontaneously from 1-D dark soliton stripes.\textsuperscript{7,78–82} This mechanism was attributed to a Kelvin-Helmholtz type “snake” instability. Kuznetsov and Turitsyn\textsuperscript{83} predicted that 1-dimensional solitons are stable with respect to small-period transverse modulation but become unstable when the modulation period is greater than the critical value, resulting in spatial turbulence.

As described above, the research on large-core vortices\textsuperscript{53–59} showed that identical neighboring vortices did not affect each other’s propagation. On the other hand, theoretical and numerical work by Roux\textsuperscript{84} and Rozas \textit{et al.}\textsuperscript{85} predicted that quasi-point vortices, or “vortex filaments”, may exhibit fluid-like effective interactions which were long known to be present for vortex filaments in liquids.\textsuperscript{86–88} Namely, a pair of
vortex filaments in a fluid rotates around the center of the pair with the angular rate of rotation proportional to the inverse square of vortex separation: \( \Omega \sim \frac{1}{d^2} \). Small-core vortex amplitude profile may be approximated as

\[
A_m(r, z = 0) = \tanh\left(\frac{r}{w_V}\right),
\]

where \( w_V \) is the size of the vortex. The CGH technology has enabled us to observe experimentally\(^{89,90} \) the fluid-like interaction of quasi-point OV’s in linear medium. Section 5.3 describes the experimental measurement of rates of rotation for quasi-point OV pairs, which were two orders of magnitude greater than the ones previously reported for pairs of large-core vortices. However, these high rotation rates for quasi-point vortices could not be sustained upon propagation as vortex cores overlapped owing to diffraction. In contrast, numerical simulations showed\(^{85} \) that if OV core diffraction were arrested (as in nonlinear self-defocusing medium), these high rotation rates would be sustained over a larger propagation distance, resulting in a greater net angular displacement. Recent experiments, described in see Section 5.3 confirm this prediction\(^{91,92} \).

Vortex birth from a beam with zero initial vorticity may be also achieved without this instability.\(^{93-98} \) Ilyenkov et al. reported the birth of vortices from in self-focusing SBN crystal\(^95 \) and photorefractive LiNbO\(_3\) : Fe crystal\(^94 \) using an initially smooth elliptical Gaussian beam. This profile induces a Gaussian lens\(^4 \) which causes aberrations in the beam by directing the light in the central region towards the edge of the beam, while focusing the peripheral light to the center. As the beam propagates, one may observe the birth, evolution and annihilation of quadrupoles of vortices ow-

\(^{4} \) A lens with optical thickness given by a Gaussian function, resulting in the central region and the periphery having opposite-sign curvatures.
ing to the symmetry breaking (ellipticity) of the beam. This effect was also observed in defocusing thermal liquid\textsuperscript{98} and, earlier, in sodium vapor.\textsuperscript{93}

Under strong illumination one may expect even more pronounced irregularities in the initially smooth beam. A new phenomenon of nonlinear Cusp Diffraction Catastrophe (CDC) was observed in the high-power regime. CDC’s were well studied in linear media,\textsuperscript{99–102} where they may be formed from thin elliptical annular light sources. In the case of the thermal liquid\textsuperscript{98} the nonlinearity facilitates the formation of an elliptical bright annulus from the initial Gaussian elliptical beam, which then gives rise to a CDC.

As far as potential applications are concerned, one of the most important properties of an OVS is its inherent waveguiding effect.\textsuperscript{8} In nonlinear defocusing medium, the dark vortex core and the bright area around it induce a high-index “waveguide core” and a low-index “waveguide cladding”, respectively. This property may be useful in optical switching where the most important challenge is to control light with light. A proof-of-principle experiment, reported in Ref. 7, used a $\lambda = 514 \text{[nm]}$ pump beam with an initial phase singularity to induce an OVS waveguide in nonlinear medium (thermal liquid). A probe beam ($\lambda = 632.8 \text{[nm]}$), was directed through the induced waveguide. In a more sophisticated experiment\textsuperscript{9} a temporally modulated gate beam was added to simulate the transistor effect. At the output of the nonlinear cell the intensity of the probe beam was successfully controlled by the pump beam intensity.

Recent research on OVS’s has been greatly benefited by earlier theoretical and experimental work on soliton solutions to nonlinear equations,\textsuperscript{2,3,103,104} research on nonlinear propagation of light\textsuperscript{105–115} and 1-dimensional dark and bright solitons.\textsuperscript{116–121}
Preliminary analyses of the OVS\textsuperscript{8,122,123} were followed by other theoretical investigations: vortex birth via nonlinear instability,\textsuperscript{78,124–126} quantum nonlinear optical solitons,\textsuperscript{127,128} stable\textsuperscript{129,130} and unstable\textsuperscript{129} polarization effects, higher-order nonlinearities,\textsuperscript{131} propagation dynamics of vortices and vortex pairs,\textsuperscript{81,85,132–137} propagation of vortex arrays,\textsuperscript{138,139} and other effects.\textsuperscript{140}

Experimentally, dark solitons were investigated in a number of nonlinear media, including slightly absorbing thermal liquid,\textsuperscript{7,141} atomic vapors\textsuperscript{81,93,133,142} and photorefractive medium\textsuperscript{79,80,143–145} biased into the Kerr-like regime.\textsuperscript{146} The photorefractive medium has certain interesting properties for nonlinear experiments. The magnitude and the sign of the nonlinearity may be controlled by changing the applied static electric field. Although the response time of this medium is generally on the order of 10–100[sec], strong nonlinear effects may be observed. Photorefractive media do not respond as ideal Kerr media; e.g. they exhibit nonlocal response, inherent anisotropy and certain instability phenomena.\textsuperscript{79} For example, Mamaev \textit{et al}.\textsuperscript{144} reported that a small vortex of unit topological charge is unstable in photorefractive medium and it is stretched anisotropically upon propagation. Anisotropy of the medium only supports oppositely-charged vortex pairs aligned perpendicularly to the direction of the applied electrostatic field,\textsuperscript{144} otherwise the pairs tend to rotate to realign perpendicular to the field or coalesce and annihilate.

A weakly absorbing thermal liquid behaves as a Kerr-like saturable defocusing medium with nonlocal nonlinear response. In this medium, an “optical shock-wave” surrounding the vortex was observed\textsuperscript{141} in certain regimes. When the initial size of the vortex is much greater than the size of the soliton for the particular nonlinearity of the medium, the OV shrinks dramatically upon propagation and a bright overshooting
ring is formed around the dark core of the vortex. It is interesting to compare this regime to the case when the initial size of the vortex is matched to the nonlinearity of the medium and the soliton is formed without the change of the vortex size. In the latter case the shock-wave ring is not formed. Owing to the enhanced intensity in the shock region, the vortex core may be squeezed below the expected size. This squeezing may be useful in nonlinear waveguiding applications.

OV’s have been successfully applied to improve “optical tweezers” setups,\textsuperscript{12,147} where small objects are trapped and moved with focused laser beams. Potential applications include biotechnology, e.g. optical tweezer techniques have been shown to provide precise, minimally invasive and sterile means of manipulating bacteria in vivo.\textsuperscript{148} The radiation pressure and angular momentum from OV’s have already been used to trap and move small particles and atoms.\textsuperscript{10–12,14,149–153} In addition the angular momentum of OV’s has been used to rotate trapped particles\textsuperscript{154} in an “optical spanner” experiment. 3-dimensional gradient-force optical tweezers without the use of OV’s have been reported earlier,\textsuperscript{155} however this type of trap can only capture particles having an index of refraction which is higher than that of the surrounding medium (unless a rotating beam setup is used\textsuperscript{156}). In addition, biological objects manipulated by the trap are prone to thermal damage, since the trapped particle is located near the region of the highest intensity in the focused beam. On the other hand, the use of an OV at the center of the trapping beam leads a region of low intensity at the center of the beam. What is more, Gahagan\textsuperscript{12,147} reported that the efficiency of the gradient-force OV trap is higher, compared to the “conventional” gradient-force trap. Another advantage of the OV trap is that it allows the trapping of \textit{low-index} particles\textsuperscript{157} and even simultaneous trapping of low- and high-index particles.
2. HISTORY

Fundamental studies of angular momentum in propagating OV beams lead to theoretical and experimental investigation of angular momentum conservation in the following processes: sum-frequency generation (SFG), second-harmonic generation (SHG), optical parametric amplification (OPA) and down-conversion (DC). Dholakia et al. have showed SHG for Laguerre-Gaussian beams, demonstrated the doubling of topological charge in the second-harmonic beam and proposed the conservation of the topological charge in the SHG process.

A year later, Beržanskis et al. reported the conservation of angular momentum in the SFG process. In this experiment two Nd:YAG input beams (λ = 1064[nm]) with initial vorticity were directed through a KDP crystal under co-linear type-II phase-matching condition. The output SFG beam contained a vortex charge equal to the sum of input beam vortex charges. Ref. also reported using optical OPA in a KDP crystal with the pump beam of zero vorticity. The latter case resulted in the idler and signal beams having opposite topological charges. The aforementioned SFG and OPA experiments by Beržanskis et al. may be considered to be the proof-of-principal demonstrations for the optical implementation of mathematical addition and multiplication by (−1), respectively. Recently, another experimental paper reported observations of OV’s and Bessel beams in an OPA process, seeded by quantum noise.

At the time of the writing of this dissertation, the question is still open whether the topological charge is conserved in a down-conversion (DC) process. In a recent paper Soskin et al. suggested the conservation of the topological charge in a DC process. However, an experiment by Maleev et al. has not showed any evidence
of charge conservation. In this case, a CW Argon ion laser UV pump beam (λ = 350 [nm]) with charge \( m = 1 \) vortex was sent to a BBO crystal (under type-II phase-matching condition) and the DC process was seeded with quantum noise. The output (\( \lambda = 700 \) [nm]) beams did not appear to contain any vorticity. It is possible that the phase information of the pump beam was either lost in the down conversion process or distributed randomly between the signal and the idler beams.

An experimental observation of rotational Doppler-like effect owing to the properties of angular momentum in the vortex beams was reported by Courtial.\(^{164}\) This paper describes an observation of a frequency shift in a beam containing angular momentum when the beam is rotated around its optical axis. A beam with topological charge \( m \) is sent into a Mach-Zehnder interferometer. After passing through a Dove prism rotating with angular velocity \( \Omega \), the signal beam is interfered with a stationary reference beam. Since the Dove prism had to be aligned to a fraction of a wavelength, an optical experiment using \( \lambda = 3.2 \) [mm] (microwave) wavelength beam was designed with lenses and prisms manufactured from polyethylene. The output intensity of the two beam interference clearly displayed a dynamic beating, owing to the frequency shift, \( m\Omega \), imparted onto the signal beam by the rotating prism.
3. GENERATION OF OPTICAL VORTEX FILAMENTS

3.1 Introduction

Optical vortices occurring in physical systems often have either random locations (as in laser speckle) or a rigidly defined position (as in a doughnut mode). Furthermore, the core size in such systems is not a free parameter. For experimental investigations of OV’s, however, we need to control the position, charge, and size of an arbitrary number of vortices. Nanolithography may be used to create diffractive optical elements having sub-micrometer features; however, such masks are formidable expensive and are not readily available. Contact lithography may also be used, but this approach is labor intensive because many well-aligned master masks are needed to achieve adequate phase resolution. Fortunately, the advent of computer-generated holography (CGH) and the availability of high quality laser printers allows a fast, inexpensive means of producing vortex holograms.\textsuperscript{16,48,51,52} In fact, the degree of control afforded by optical means, combined with non-invasive measurement techniques, is unprecedented compared to other areas of physics where fluid vortices occur (e.g., superfluids and other Bose condensates).

As in fluids, vortices with various types of core functions may occur in optics (see Eqs. (2.2) and (2.3)) and thus, one may expect analogous differences in the propagation dynamics of, say, large-core and small-core OV’s. Whereas large core
OV’s have been previously studied, we were the first to pioneer the dynamics of vortex filaments. The propagation dynamics of OV’s depends on the initial phase and amplitude structure. For example, although the phase profiles of the large-core OV and the vortex filament may be identical, the difference in amplitude functions give rise to distinctly different propagation dynamics, as described in Chapters 4 and 5.

The objective of this chapter is to describe a method to achieve vortex filament sizes at least two orders of magnitude smaller than the overall beam size (for comparison, the ratio of the beam size to the vortex core size for a conventional “doughnut” mode of a laser is only ≈ 3). As described in Section 3.5, we succeeded in obtaining a ratio of ≈ 175. This chapter is organized as follows. We describe the phase and intensity profiles of an optical vortex in Section 3.2. In Section 3.3 we discuss the holographic representation of a point vortex on a digitized black and white amplitude hologram. We explain in Section 3.4 how spatial filtering affects the vortex core size. Since an amplitude CGH may not be suitable for nonlinear applications owing to poor efficiency and low damage threshold, one may use it to create a high efficiency hologram in a photopolymer, as discussed in Section 3.5. We present our measurements of the vortex core in Section 3.6. An alternative way of generating optical vortices using Diffractive Optical Elements (DOE) is briefly described in Section 3.7. Finally, we summarize our results in Section 3.8.

3.2 Optical Vortex

A monochromatic beam propagating in the z-direction and containing a single vortex transversely centered at the origin \( r = 0 \) may be expressed by the scalar envelope
function:

\[ u(r, \theta, z) = A_m(r, z) \exp(i m \theta) \exp[i \Phi_m(r, z)] \]  

(3.1)

where \((r, \theta, z)\) are cylindrical coordinates with the optical axis aligned along the \(z\)-axis, \(m\) is a signed integer called the topological charge, \(\Phi_m\) is the phase, and the field is assumed to oscillate as \(\exp(i \omega t - ikz)\), where \(k = 2\pi/\lambda\) is the wavenumber and \(\lambda\) is the wavelength. The equiphase surface of the propagating electric field, \(m \theta - kz + \Phi_m = \text{const}\), defines a helix circling the \(z\)-axis with a pitch of \(m\lambda\). For notational convenience, we shall assume \(m > 0\) and \(\Phi_m(z = 0) = 0\). The amplitude, \(A_m\), is a real function which vanishes both asymptotically (for physical beams) and at the center of the vortex core: \(A_m(r = 0, z) = A_m(r \to \infty, z) = 0\) for all \(z\). The center of the vortex core is at the crossing of real and imaginary zero lines of the electric field \((\Re(u) = 0 \text{ and } \Im(u) = 0)\). The initial amplitude and phase profiles are depicted in Fig. 3.1. We denote the radial beam and vortex sizes \(w_0\) and \(w_V\), respectively. One can define a ratio of the beam size to vortex size, \(\beta = w_0/w_V\), which significantly affects the vortex propagation dynamics, as described in Chapter 4. Large-core vortices correspond to \(\beta \sim 1\). Although strictly non-physical, a ”point vortex” is a conceptually useful construct whose core size is vanishingly small, at least in the initial plane, \(z = 0\), such that the beam to core size ratio, \(\beta = w_0/w_V\), approaches infinity (or at least \(w_0/\lambda\)).

An important attribute of the vortex is that its core remains dark as the beam propagates. This may be understood from the point of view of destructive interference between rays diffracted into the core. Let us consider a circle of infinitesimal radius centered on the vortex core. For each (arbitrary) point on this circle having a phase \(\Phi\) there is a point with phase \(\Phi + \pi\), symmetrically located with respect to the
Fig. 3.1: Transverse profiles of an initial beam ($z = 0$) containing a vortex filament of topological charge, $m = 1$. (a) Intensity profile showing a dark core of diameter, $2w_V$, on a Gaussian background field of radial size $w_0$. (b) Phase profile where black and white correspond to a vortex phase of zero and $2\pi$, respectively. Logarithmic and linear gray-scale palettes are used to render (a) and (b), respectively.
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Center of the vortex. According to Huygens’ principle\textsuperscript{165} all points of the circle will radiate, giving rise to destructive interference owing to the $\pi$ phase difference between symmetric points.

3.3 Computer Generated Holography

To construct a CGH of a vortex, we follow the approach of Bazhenov \textit{et al.},\textsuperscript{16} and we numerically compute the interferogram of two waves: a planar “reference wave” and an “object wave” containing the desired holographic image. Here we choose the object wave to be a point vortex of unit charge on an infinite background field of amplitude $C_1$:

$$E_{\text{obj}} = C_1 \exp(i\theta),$$

and a reference wave of amplitude $C_0$, whose wavevector lies in the $(x, z)$ plane, subtending the optical axis, $z$, at the angle $\psi_1$:

$$E_{\text{ref}} = C_0 \exp(-i2\pi x/\Lambda),$$

where $\Lambda = \lambda/\sin \psi_1$ is the spatial period of the plane wave in the transverse plane.

The interferogram is given by the intensity of the interfering waves:

$$I_{z=0}(x, \theta) = |E_{\text{obj}} + E_{\text{ref}}|^2_{z=0} = 2C_0^2[1 + \cos(2\pi x/\Lambda + \theta)],$$

where we set $C_1 = C_0$ to achieve unity contrast ($I_{\text{max}}-I_{\text{min}})/I_{\text{max}} = 1$). The resulting interferogram, depicted in Fig. 3.2, resembles a sinusoidal intensity diffraction grating. The pattern contains almost parallel lines with a bifurcation at the vortex core.

Note that Eq. (3.4) may be viewed as the power spectrum of the series

$$f(x, \theta) = \sum_{m=-\infty}^{\infty} C_m \exp(i m \theta) \exp \left( \frac{i2\pi mx}{\Lambda} \right)$$
Fig. 3.2: Interferogram of a single point vortex of charge $m = 1$. The vortex core is located at the fork of the equiphase lines. Far from the core, the lines are separated by the grating period, $\Lambda$. 
with $C_0 = C_1$ being the only nonzero coefficients.

A beam directed through an amplitude hologram of the form given in Eq. (3.4) will contain an infinite number of diffraction orders. In general, any interferogram represented by the function $|f(x, \theta)|^2$ in Eq. (3.5) will have a vortex of charge, $m$, diffracted into each of the $m$th-order beams whose diffraction angle is given by the grating formula:

$$\psi_m = \arcsin(m\lambda/\Lambda),$$

(3.6)

where $\lambda$ is the wavelength of light. The desired vortex image is contained in the $m = 1$st diffraction order beam.

Once Eq. (3.4) is numerically calculated and represented as a gray-scale image on a computer, it may be either photographed, or transferred to acetate film using a laser printer. The latter approach is favorable because commercial laser printers allow large format sizes without the need for high quality laboratory lens systems. Like photographic film, however, true gray-scale images are not possible with a laser printer; rather, the finest features appear as either black or white spots. To achieve high spatial resolution a binary hologram is used (see Fig. 3.3).

The algorithms used in this gray-scale to binary conversion were developed in our group by Zachary S. Sacks, and are described at the end of this section. High quality laser printers have a typical resolution of $N_p = 5080$ dots per inch (dpi), or $N_p = 0.2 [\mu m]^{-1}$, which is small compared to holographic photographic film with $N_p > 1 [\mu m]^{-1}$. In either case, the holographic image will suffer distortions from limited gray-scale and spatial resolution. A useful parameter in the study of these artifacts of CGH’s is the unitless period of the hologram, as measured in units of
Fig. 3.3: Binary gray-scale rendering of Fig. 3.2, showing grating lines of width, $\Lambda/2$. The interference fringes are composed of line segments, resulting in $\eta = \Lambda N_p$ ($\eta = 4$ in this example) distinct phase domains whose boundaries radiate from the core, where $N_p$ is the resolution of the laser printer (typically measured in "dots per inch").

resolvable "dots":

$$\eta = \Lambda N_p.$$  \hfill (3.7)

Let us first address the effects of the one-bit gray scale. A thresholding operation applied to Eq. (3.4) will result in a function that may be expressed as the modulus squared of the series Eq. (3.5). When the printed CGH is illuminated at normal incidence, a holographic image and its conjugate image may be found at the angles, $\psi_1$
and $-\psi_1$, respectively, with both subtending the $z$-axis in the $xz$-plane. In addition, multiple diffraction orders will also emerge at angles given in Eq. (3.6). That is, at each angle, $\psi_m$, one finds a beam containing vortex of charge $m$. Although this effect is quite remarkable to observe, the diffraction of light into multiple orders produces an undesirable effect: the efficiency of the first order is low ($\approx 10\%$)*, and spatial filtering is required to retrieve the desired holographic image. In the latter case, a large collection lens is used to focus the diffraction orders into separate spots in the focal plane, and an aperture is used to selectively transmit only the desired order. Spatial filtering is discussed in greater detail in Section 3.4.

Next we address the spatial resolution problem. Sampling theory dictates that $\Lambda > 2/N_p$, and experience suggests $\Lambda > 8/N_p$ for the printer used in our investigations: a Linotronic Hercules printer with $N_p^{-1} = 5 \, [\mu m]$.† An examination of the printed lines and dots revealed $5 \, [\mu m]$ ”dots” with a placement accuracy of 1 dot, as well as a minimum consistent line width of $20 \, [\mu m]$ ($10 \, [\mu m]$ lines were randomly broken).51,52 We also found that lines drawn in the direction of the laser scan were straight, while perpendicular lines were wavy. This latter observation indicates that interferograms having nearly parallel lines, such as sparse vortex distributions, are well-suited for laser-printed holograms.

Small spatial periods are favorable for achieving a small vortex core size. That

* We define the diffraction efficiency as the ratio of the intensity of the $m = 1^{st}$ diffraction order with the total intensity of the incoming light. Assuming that the number of lines is high, the influence of the vortex will be negligible and we can use a well-known result for multiple-slit interference.165 The efficiencies of the $m = 0, 1, 2, 3$ and 4 orders are approximately equal to 25%, 10%, 0%, 1% and 0%, respectively.

† Comp Associates. 80 Webster St., Worcester, MA 01603. Contact: Joe Cloutier.
is, large values of beam-to-core size ratio, $\beta$, require small values of hologram period $\Lambda$ or $\eta$. This may be understood by considering that the resolving power of a grating is equal to the number of illuminated lines. If the vortex core is the smallest resolvable feature, as desired, then, in the diffraction limit, we may assume that the vortex diameter at the hologram is equal to the hologram period, $2w_V \approx \Lambda$, and thus,

$$\beta = w_0/w_V \approx 2w_0N_p/\eta \gg 1,$$

(3.8)

where the beam diameter, $2w_0$, is assumed to be the effective diameter of the hologram. Although this ratio can be increased by simply increasing the effective size of the hologram, in practice this approach is limited by the size and quality of the lenses in the optical system. For example, our setup uses $3.15\,[\text{in}]$ ($8\,[\text{cm}]$) diameter achromatic lenses.

On the other hand, large values of $\Lambda$ or $\eta$, as used in Refs. 16, 48, are required to achieve satisfactory phase resolution in the reconstructed electric field. This may be understood by considering that neighboring grating lines represent a $2\pi$ phase difference. Digitization of the space between these lines results in a digitized phase, with as many as $\eta$ distinct phases over $2\pi$ radians (recall that $\eta$ is also the number of printer dots per grating period). The phase resolution is therefore $N_\theta = \eta/(2\pi)$. Small values of $\eta$ will yield a hologram whose ideally curved interference fringes appear instead as abruptly displaced line segments, as can be easily seen in Fig. 3.3 for the case $\eta = 4$. A vortex is essentially a phase object, and limiting the phase resolution will significantly affect the image quality. An appropriate value of $\eta$ can be obtained from Eq. (3.8) once $N_p$ and $w_0$ are known from experimental constraints, and once a desired value $\beta$ has been selected. For example, if $N_p^{-1} = 5\,[\mu \text{m}]$, $w_0 = 25\,[\text{mm}]$, and $\beta = 200$, then $\eta = 50$. This will produce a core size of roughly $w_V \approx \Lambda/2 = \Lambda/2$.
\( \eta/(2N_p) = 125 [\mu m] \) on a 50 [mm] diameter beam. Although to decrease the vortex size the holographic image may be optically reduced, \( \beta \) will not change significantly, since both the beam and the vortex will shrink.

Whereas spatial digitization and intensity thresholding are unavoidable artifacts which constrain the rendering of a laser-printed hologram, various techniques may be employed to draw the one-bit representation of the interferogram. For an accurate rendering, the CGH should be written as a command sequence which the printer can interpret. For many laser printers, the command language is PostScript\(^1\). The CGH PostScript-encoded data files are frequently 10-100 times larger than its binary image file, although significant compression may be achieved by coding frequently used instruction sequences into a single instruction which can be defined in a PostScript dictionary in the file header. Further reduction may be achieved by drawing lines, rather than a sequence of dots, since the former has a smaller instruction set.

Various algorithms\(^5\) may be used to convert the interferogram to a series of black and white line segments. We used a thresholding algorithm to calculate the intensity at every point in a grid and assign either a 0 or 1, depending on the value of a thresholding parameter (typically, this was set to one-half the peak intensity so that the black and white fringes have equal width). For a 1 [in\(^2\)] (6.45 [cm\(^2\)]) grid and \( N_p^{-1} = 5 [\mu m] \), this corresponds to 5080\(^2\) = 2.6 \( \cdot \) 10\(^7\) data points, and is therefore computationally intensive. To accelerate the computation speed a line-walking algorithm was used in regions having no vortices. This code was designed to sweep in the \( x \)-direction along the edge of the grid, looking for a relative maximum; once found, it draws a single line of width \( \Lambda/2 = \eta/(2N_p) \) in mostly the \( y \)-direction.

\(^1\) PostScript is a trademark of the Adobe Corporation
along the relative maximum until reaching the other edge of the grid. This method allows a significant reduction in both the computational time and the size of the image file, although it may not be used in the vicinity of the vortex, since the interference fringes fork there. The speed of this algorithm can be improved by using a binary search method to find the end of a straight line segment, rather than following the relative maximum point by point along a line. In the vicinity of a vortex a hybrid algorithm was used: “thresholding” near the vortex and line-walking everywhere else.

3.4 Spatial Filtering

The effects of a finite spatial and gray-scale resolution in the CGH often require one to use spatial filtering techniques to (1) smooth out some distortion, and (2) select the desired diffraction order. Let us first examine the effects of phase distortion. We performed a numerical study by spatially filtering the CGH images in Fourier domain. We consider the \( m = 1 \) vortex field shown in Fig. 3.4(a). It is generated by a Gaussian beam passed through a binary hologram with a phase resolution of \( \eta = 12 \). The integer number \( \eta \) of distinct phases in the CGH will form phase domains, as discussed above, whose boundaries appear to radiate from the vortex core (see Fig. 3.3 and Fig. 3.4 (a)). In the near-field region, destructive interference along each domain boundary reduces the intensity by a factor of roughly \( \cos^2(\pi/\eta) \). This has the effect of diffracting light into a star-burst pattern in the far field region, shown in Fig. 3.4 (b), with each arm separating neighboring phase domains. A circular aperture placed in the focal plane of a lens, as depicted in Fig. 3.4 (b), may be used to truncate the strongly diffracted components of this pattern. The filtered beam may then be re-imaged and recollimated using a second lens (see \( L_2 \) in Fig. 3.5). Numerical
Fig. 3.4: (a) Intensity of the initial field used in our numerical study to explore the effects of spatial filtering. The field is created by passing a Gaussian beam through a CGH with $\eta = 12$. (b) Finite phase resolution in the CGH shown in (a) produces $\eta = 12$ arms radiating from the vortex core in the focal plane of a lens. An aperture of diameter, $d_a$, may be used to spatially filter the holographic image.
Fig. 3.5: Schematic of the optical system for converting the CGH into a thick phase hologram. A beam from a Spectra-Physics frequency stabilized argon ion laser (Ar) is directed through a glass wedge beam splitter (BS). The Object Beam is transmitted through the computer-generated hologram (CGH), and the first-order diffracted beam is allowed through a pinhole (P) in a spatial filter assembly. The Object and Reference Beams are balanced with the aid of an attenuator (Atn) and made to interfere at equal angles, $\theta_d$, with respect to the normal of the holographic recording film attached to a glass window (HRF). A Helium-Neon laser (HeNe) and an optical power meter (OPM) are used to monitor the efficiency of the hologram in real time.
Fig. 3.6: The intensity of the field after spatial filtering of the CGH shown in Fig. 3.4 for 4 values of focal aperture, \( d_a \), in units of \( w'_0 \): (a) 3.1, (b) 10.7, (c) 30.7, (d) 49.1. Note that as the aperture size increases, the vortex size is reduced, however, the artifacts due to the binary nature of the CGH become visible.
Fig. 3.7: The phase of the field after spatial filtering of the CGH shown in Fig. 3.4 for 4 values of focal aperture, $d_a$, in units of $w'_0$: (a) 3.1, (b) 10.7, (c) 30.7, (d) 49.1. As the aperture size increases, the $\eta = 12$ phase steps and phase distortions become more pronounced. In (a) the limited phase resolution of the CGH is virtually eliminated owing to the small aperture size.
Fig. 3.8: The effect of aperture size on the beam to core size ratio, $\beta_{\text{HWHM}}$. The data points represent numerical experiments. The line fits are depicted by smooth curves.

results, demonstrating the effect of filtering, are shown in Fig. 3.6 and Fig. 3.7 for the field intensity and phase, respectively. The diameter of the filtering aperture is measured in units of the size of the Gaussian beam with no vorticity in the focal plane, $w_0' = \lambda f/\pi w_0$, where $f$ is the focal length of the lens. A large diameter aperture allows the transmission of high spatial frequencies, and thus, a small vortex core is produced, although the beam exhibits faint stripes radiating from the core, as shown in Fig. 3.6 (c,d). On the other hand, the stripes disappear when a small aperture is used (see Fig. 3.6 (a,b)); however, both the vortex core and the beam size are now larger than in Fig. 3.6 (c,d). Also, in Fig. 3.7 (a) one can see the smoothing out of the phase steps owing to a small aperture. Numerically determined measurements, plotted in Fig. 3.8, indicate that the vortex core size is inversely proportional to the aperture size. This result is expected, owing to the convolution of the vortex beam
with the Fourier transform of the aperture function (the latter being an Airy disk). For example, an ideal point vortex would have a diffraction limited size of order \( w_{\text{lim}} = 1.22\lambda f / d_a \). Furthermore, we find that the numerically measured beam-to-core-size ratio, \( \beta_{\text{HWHM}} \), increases linearly with the aperture diameter. The reason for this is that the high frequencies transmitted by a large aperture contribute to sharp features, namely the vortex core, but have little effect on smooth features such as the size of the beam. Not surprisingly, we see that large apertures are preferable to achieve large values of \( \beta \). Fortunately, we find no fundamental upper limit to the value of \( \beta \), and the only practical limit is dictated by the size of the optics and the hologram itself.

In practice, one may establish upper and lower bounds for the diameter of the spatial filter aperture, \( d_a \), based on a vortex having infinite phase resolution. A lower limit may be set to the diffraction limited spot size in the focal plane:

\[
d_{a, \text{min}} = c_b \lambda f / w_0, \tag{3.9}
\]

where \( c_b \) is a constant that depends on the initial beam shape. Gaussian and pillbox beams are the typical beam profiles used for experiments with point-like vortices. \( c_b \) equals \( 1/\pi \) for a Gaussian beam, 0.61 for a pillbox beam (of radial size, \( R = w_0 \)). Such a small pinhole will, however, significantly apodize the beam in the focal plane, and broaden the core (and the beam) in the image plane. The vortex beam intensity profiles in the focal plane are shown in Fig. 3.9 for Gaussian and pillbox background beams. An optimal minimum size for the focal pinhole may be estimated by qualitatively examining Fig. 3.9. For the Gaussian case (with \( m = 1 \)), the tail in the focal plane is considerably extended, with the intensity falling to 1% of its maximum at roughly \( r_f / w'_0 = 3.5 \). As a benchmark, one may desire \( d_a \geq 7w'_0 \).
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Fig. 3.9: Radial intensity distributions in the focal plane for an initial point vortex \((m = 1)\) on Gaussian and pillbox beams, with characteristic sizes, \(w_0\) and \(R = w_0\), respectively. The radial coordinate is scaled by the diffraction limited spot size, \(w'_0 = \lambda f/\pi w_0\), and the amplitude is scaled by the optical gain factor, \(w_0/w'_0\).

For the pillbox case, the intensity has its first zeros at roughly \(r_f/w'_0\), equal to 3, 4, and 6, and the intensity ringing subsides to < 1% of its maximum at roughly \(r_f/w'_0 = 5.4\). Thus, for pillbox background fields, one may wish to choose apertures having \(d_a \geq 12w'_0\). The aperture should not be made too large, however, if one wishes to filter out unwanted diffraction orders. An upper limit of the aperture size may be set to the distance between neighboring diffraction orders:

\[
d_{a, \text{max}} = f \tan \psi_1 \approx f\lambda/\Lambda. \tag{3.10}\n\]

Unfortunately, even this maximum aperture will affect the vortex core size by filtering out the high spatial frequencies. This may be understood by the following argument. The diffraction limited vortex core size produced by the CGH is \(w_V \approx \Lambda/2\). The effect of the spatial filter in the image plane is to perform a convolution of the holographic
object with an Airy disk. If the radial size of the Airy disk, \(1.22\lambda f/d_a\), is much smaller than the features in the holographic object, then the image and the object will be nearly identical. To meet this condition, we desire \(\Lambda/2 > 1.22\lambda f/d_a\). However, this inequality can not be satisfied for \(d_a = d_{a,\text{max}}\). At best, the Airy disk will be 2.44 times larger than \(\Lambda/2\). We note that the vortex core will not only broaden, owing to spatial filtering, but it will also exhibit an overshoot, seen in Fig. 3.6 (c,d), attributed to the Gibbs phenomenon.

Let us again consider a hologram having a finite phase resolution. If we select \(d_a = d_{a,\text{max}}\), then the image will contain lines of phase and amplitude distortion. If we select a smaller aperture, the beam to core size ratio will become smaller. One must therefore make a qualitative judgment. After experimentally observing the effects of several apertures, we found that a 35 [\(\mu\text{m}\)] diameter pinhole \((d_a \approx 18w_0)\) was most suitable for our optical system, which comprised a pillbox beam of radius, \(R = 25 [\text{mm}]\), a wavelength, \(\lambda = 0.514 [\mu\text{m}]\), and a lens of focal length, \(f = 310 [\text{mm}]\) and a CGH with \(\eta = 16\) and \(\Lambda = 80 [\mu\text{m}]\).

### 3.5 Phase Hologram Conversion

Although the CGH is relatively simple to produce, it is not suitable for experiments requiring an intense laser beam. The CGH absorbs roughly half the beam power, and is therefore prone to damage. Furthermore, only 10\% of the input power goes into the desired 1st diffraction order. Increased efficiency and higher damage thresholds may be achieved using a thick phase, rather than a thin amplitude hologram. Here we describe a method of recording the CGH image onto a photopolymer medium.\(^{51}\)

The experimental arrangement is shown in Fig. 3.5. The beam from Ar ion
laser is divided into a “signal” and “reference” beams by a beamsplitter (BS). The signal beam is directed through a CGH at normal incidence. After spatial filtering the 1st diffraction order of the CGH image, we interfere the signal vortex beam with the reference wave to create fringes to be recorded onto holographic photopolymer film (HRF).

Special care was taken to eliminate factors which may deteriorate the quality of the holographic recording: we used an optical table with tuned damping to reduce vibrations and isolated the experimental setup by a plastic enclosure to eliminate air currents. The reference beam was oriented to obtain a finer grating period, $\Lambda'$, than could be achieved with the CGH.

The goal of our holographic recording setup (see Fig. 3.5) is to obtain a thick, Bragg type hologram. For this hologram nearly all the light may be diffracted into the first diffraction order, which occurs at the angle, $\theta_d$, given by the diffraction equation, $\lambda = \Lambda' \left( \sin \theta_d - \sin \theta_i \right)$, where $\theta_i$ is the angle of the incidence of both the object and reference waves with respect to the normal of the film, and $\theta_d = -\theta_i$ (see Fig. 3.10). Thus, $\theta_d$ and $\Lambda'$ are related by $\sin \theta_d = \lambda/(2\Lambda')$. The angle used in our experiment was $\theta_d = 13.3^\circ$, which provided a grating period of $\Lambda' = 1.12 [\mu m]$.

The criterion used to judge whether the hologram is a high-efficiency thick Bragg type or a low-efficiency thin Raman-Nath type hologram is given by the quality factor:

$$Q = \frac{4\pi D \theta_d}{\Lambda'} \approx \frac{2\pi \lambda D}{n(\Lambda')^2}.$$  \hspace{1cm} (3.11)

The manufacturer reports a film thickness of $D = 38 [\mu m]$, and a nominal refractive index of $n \approx 1.5$. Holograms having, $Q \gg 1$, have high diffraction efficiencies. Using the parameters of our investigation, we calculate $Q \approx 65$, and thus a high
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Fig. 3.10: The geometry of recording a hologram onto a photopolymer film. During recording exposure the “reference” and “signal” (vortex) beams are incident on the film. The equality of angles of incidence results in holographic fringes perpendicular to film surface. To reconstruct the recorded image a single reference wave is sent at the same incident angle, producing the desired image in the 1st diffracted order.

diffraction efficiency may be expected. The efficiency of a Bragg hologram, $\eta_B$, may be estimated from the well-known result for a thick sinusoidal phase grating, obtained by Kogelnik:

$$\eta_B = \sin^2 \left( \frac{\pi D \Delta n}{\lambda \cos \theta_d} \right),$$  \hspace{1cm} (3.12)

where $\Delta n$ may be as large as $9 \times 10^{-2}$ in the photopolymer film. The efficiency may theoretically reach unity when the exposure induces an index change of $\Delta n \approx 7 \times 10^{-3}$.

For the DuPont™ HRF-150X001-38 film we used the manufacturer suggests an exposure fluence of $F \approx 80 \text{ [mJ/cm}^2\text{]}$ and they claim to have achieved a diffraction efficiency of 99%. If the intensities of the vortex and reference beams are balanced and the average intensity at the film is $I_{ave} = 5 \text{ [mW/cm}^2\text{]}$, then the maximum index modulation should develop in a time $T_{exp} \approx 16 \text{ [s]}$. We found that at that intensity, much higher exposure times, $T_{exp} \approx 140 - 190 \text{ [s]}$ were required (this may be attributed
to the age of the holographic film which has a shelf life of 6 months). We obtained
diffraction efficiencies as high as 70% for film that was more than 4.5 years old.

The Holographic Recording Film HRF-150X001-38 is comprised of a polymer
layer coated onto a mylar base sheet. According to DuPont, the polymer
coat is formed by drying a solution of monomers, photoinitiators, polymeric and
polymerizable binders and a sensitizing dye. When illuminated with $\lambda = 514 \text{[nm]}$
light the monomers polymerize in the regions of high intensity. Also, monomers from
dark regions diffuse into the nearby high-intensity regions. This diffusion length places
an upper limit on the holographic fringe spacing. The manufacturer suggests setting
the fringe spacing $\Lambda' \leq 5 \text{[\mu m]}$ to insure that monomers diffuse into the exposed regions
to enhance the density of the refractive index grating. As the exposure continues,
the polymer gradually hardens arresting further diffusion. We used the standard
after-exposure treatment, consisting of an incoherent UV-radiation curing and a 2-hr
baking at 100°C.

To achieve a high diffraction efficiency, it is advantageous to calibrate the expo-
sure process by monitoring the diffracted power as a function of time while a hologram
is being exposed. For this purpose, we used a weak He-Ne probe laser with a wave-
length of 0.6328 [\mu m] and diffraction angle of 16.7°. To monitor the diffraction effi-
ciency we used National Instruments LabView™ software package with a Model-835
Newport™ Optical Power Meter (OPM) connected to a Macintosh™ IIfx computer
through a GPIB data acquisition board. The following calibration procedure was
used. A calibration hologram was recorded and the He-Ne diffraction efficiency was
plotted as a function of the exposure time. A typical plot, shown in Fig. 3.11, indi-
cates that the highest diffraction efficiency requires an exposure of $\approx 70 \text{[s]}$. From the
Eq. (3.12), which gives the inverse relation between the hologram efficiency and the wavelength we can see that the peak efficiency of the Argon laser beam is expected to occur when the He-Ne efficiency is at roughly 94%. However, experimentally we often found that exposures that were twice as long would give higher diffraction efficiencies. These discrepancies may also be attributed to the age of the film. It is important to point out that the diffraction efficiency for the Ar beam was of an order of 30 – 40% after the exposure and UV curing and only after baking it was enhanced to 60 – 70%.

Let us now discuss the spatial features of the image recorded onto the photopolymer film. In the focal plane of lens \( L_2 \) we have obtained a vortex of size \( w_{\text{HWHM}} \approx 145 \mu m \) (\( \beta \approx 175 \)). However, since the size of the holographic film was smaller than the cross-section of the signal and reference beams, the ratio \( \beta \) of the vortex recorded onto HRF was \( \sim 3 \) times smaller than 175. This particular hologram has been used in the measurements described in the next Section. Since this study was performed, we were able to obtain OV hologram recordings with vortex sizes as low as \( w_{\text{HWHM}} \approx 40 \mu m \) with approximately the same values of \( \beta \).

3.6 Analysis of the Holographic Image

The holographic image was analyzed by monitoring intensity profiles of the propagating image from the surface of the hologram, \( z = 0 \) to a distance of roughly \( z \approx 1.8 \text{[m]} \). The experimental setup is shown on Fig. 3.12. A lens (L) of focal length, \( f = 50.8 \text{[mm]} \), and a CCD camera (C) were mounted on a translation stage (TS). By moving the translation stage we were able to image the transverse intensity profiles at various propagation distances, \( z \). The imaging system was designed to provide a magnification of 1.7; hence the distance between the lens and the array was fixed.
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![Graph showing measured and expected efficiencies of He-Ne and Ar lasers.](image)

**Fig. 3.11**: A typical plot obtained from monitoring the He-Ne beam efficiency during the holographic recording process. Given the experimentally measured value of the maximal He-Ne efficiency \( \eta_{\text{He-Ne}}^{\text{MAX}} \), one may calculate the expected maximum efficiency for the Ar laser frequency, \( \eta_{\text{Ar}}^{\text{MAX}} \). From Eq. (3.12), \( \eta_{\text{Ar}}^{\text{MAX}} \) will occur at \( 0.94 \eta_{\text{He-Ne}}^{\text{MAX}} \). In practice, however, longer exposures would result in higher efficiency.
Fig. 3.12: Schematic of the optical system used to examine the vortex recorded onto a photopolymer film (HRF). Vortex beam is imaged to a CCD array (C) by means of a lens (L) with focal length $f = 50.8\, \text{[mm]}$ and imaging distance $d_i = 137\, \text{[mm]}$. Both C and L are mounted on a translation stage (TS), which can move along the optical axis, allowing us to monitor the transverse intensity profile at different propagation distances, $z$. The camera C is connected to a Macintosh IIfx computer with a frame grabber (not shown).
Fig. 3.13: HWHM size of a vortex plotted vs. the propagation distance, $z$. The discrete points are experimental results. The curve was obtained from numerical simulations, assuming a large Gaussian background beam ($w_0 = 12.8 \, \text{mm} \gg w_\nu$) with a vortex of the amplitude function profile $A(r) = \tanh(r/w_\nu)$, with initial $w_\nu = 165 \, \mu\text{m}$ (i.e., $w_{\text{HWHM}} = 145 \, \mu\text{m}$).
at $d_i = 137$ [mm]. The vortex core size and propagation characteristics were determined by analyzing 34 images, taken at 50 [mm] intervals along the optical axis of the holographic image. The radial intensity distribution function, $|A(r, z)|^2$ was determined by numerically averaging the intensity profile, $I(x, y)$, around the azimuth of the vortex core using the following procedure.

First we determined the location of the vortex center, $(x_c^{(i)}, y_c^{(i)})$, which is expected to coincide with the first moment of the intensity profile,

$$
(x_c^{(i)}, y_c^{(i)}) = \frac{\int \int (x, y) I(x, y, z^{(i)}) \, dx \, dy}{\int \int I(x, y, z^{(i)}) \, dx \, dy},
$$

(3.13)

where $S$ is the area of the CCD image, and $z^{(i)}$ is the location of the object plane of the imaging system, and the integrals are performed numerically over a discrete number of grid points. Next we determined the average radial vortex core function by numerically calculating the expression $|A(\tilde{r}, z^{(i)})|^2 = N^{-1} \sum_{j=1}^{N} I(\tilde{r}, j \Delta \theta, z^{(i)})$, where $\Delta \theta = 2\pi/N$ is the discrete angular step size between two grid points lying on a circle of radius $\tilde{r}$ (measured in units of grid points) from the core center, and $N = \text{int}\{2\pi \tilde{r}\}$ is the length of the circle in units of grid points. Finally, we obtained the half width at half maximum values of the core size, $w_{\text{HWHM}}$, and compared it with the half-widths from beam propagation simulations. The results shown in Fig. 3.13 are in excellent agreement over the entire scan range.
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3.7 Phase-mask Formation of Optical Vortices

An alternative technique of creating OV’s uses a phase mask, or Diffractive Optical Element (DOE), to impose the characteristic helical phase ramp onto a passing laser beam. The mask usually consists of surface relief transparent material having an index of refraction $n_1$ higher than the index of the surrounding medium $n_0$. The phase resolution of the mask is limited by the number of different thickness levels, which is determined from available technology and cost considerations. The minimum number of levels required to introduce the helical vortex phase profile appears to be equal to 3, since it is impossible to record the direction of the phase flow around the center with a 2-level mask. Indeed, a 3-level mask was successfully used in the first experimental observation of the optical vortex soliton.\(^7\)

In recent years, diffractive optical element (DOE) technology has significantly advanced\(^{169–171}\) to achieve sub-micrometer transverse and sub-nanometer depth accuracy. An important factor in this improvement has been the use of high-resolution electron beam lithography,\(^{172,173}\) isobathic staircase processing and dry etch micromachining techniques. These tools were originally developed for semiconductor applications and were adapted for optical devices. Advantages of using phase masks to generate optical vortices include high efficiency and high damage thresholds. For academic research purposes, the main disadvantage of the high-resolution DOE-technology is its prohibitively high manufacturing cost, owing to the use of extremely expensive lithography and etching equipment for low-volume production.

In 1995 our research group received a competitive grant to participate in Honeywell/ARPA cooperative foundry\(^6\). The foundry participants had an opportunity

\(^6\) Principal Investigator - Grover A. Swartzlander, Jr.
to design a number of phase masks which were then manufactured by Honeywell, Inc. First, we will analytically describe the phase mask profiles. Let us consider an \( N \)-level phase mask. This mask approximates a continuous phase helical phase ramp

\[
\Phi_V(\theta) = \theta
\]

(3.14)

by a \( N \)-level function

\[
\Phi_V^{(N)}(\theta) = \frac{2\pi}{N} \text{floor} \left( \frac{\theta N}{2\pi} \right),
\]

(3.15)

where \( \theta \) is the cylindrical angle coordinate in the transverse plane and floor\((x)\) is the function equal to the largest integer value less than or equal to \( x \). From Eq. (3.14) and Eq. (3.15) we plotted the phase profiles for an ideal phase mask and an \( N = 8 \)-level phase mask, shown in Figs. 3.14 and 3.15, respectively.

To create a vortex mask we construct the following DOE from a transparent substrate, which has an index of refraction equal to \( n_1 \), while the surrounding air has an index of refraction \( n_0 \). We require the thickness of the mask to be the following function of transverse cylindrical coordinates \((r, \theta)\)

\[
D(r, \theta) = D_0 + \Phi_V^{(N)}(\theta) \frac{\lambda}{2\pi(n_1 - n_0)},
\]

(3.16)

where \( D_0 \) is a constant (minimum substrate thickness) and \( \Phi_V^{(N)}(\theta) \) is given by Eq. (3.15). A coherent wave of wavelength \( \lambda \) traveling perpendicular to the \((r, \theta)\) plane will acquire the desired transverse phase profile

\[
\Phi(r, \theta) = \frac{D(r, \theta)(n_1 - n_0)}{\lambda} 2\pi \equiv \Phi_0 + \Phi_V^{(N)}(\theta),
\]

(3.17)

where \( \Phi_0 = 2\pi D_0(n_1 - n_0)/\lambda \) is a constant phase shift, which will be ignored below.

We will now describe the specific DOE’s designed by our research group and manufactured in Honeywell/ARPA CO-OP workshop.\footnote{Four 0.5 [cm] \times 0.5 [cm]}
Fig. 3.14: A 3-D rendering of an ideal phase profile of a vortex, given by Eq. (3.14). The phase is plotted in units of $2\pi$. 
Fig. 3.15: A 3-D rendering of the 8-level representation of the vortex phase profile, given by Eq. (3.15). The phase is plotted in units of $2\pi$. 

\[ \Phi_V^{(n)}/(2\pi) \]
DOE’s were etched on a 1 [cm] × 1 [cm] fused quartz (SiO₂) substrate with the index of refraction, \( n_1 = 1.4525 \), and the minimum thickness of \( D_0 \approx 500 [\mu m] \). A binary method was used, i.e., \( k \) micromachining sequences were applied to achieve \( N = 2^n \) depth levels. Each sequence consisted of contact lithography and reactive ion etching. In this particular case, \( k = 3 \) micromachining sequences were used to create a DOE with operating wavelength \( \lambda = 850 [\text{nm}] \) and \( N = 2^3 = 8 \) phase levels. The three etch depths, corresponding to phase shifts of \( \pi, \pi/2 \) and \( \pi/4 \) were equal to \( \lambda/2(n_1 - n_0) = 939.2 [\text{nm}] \), \( \lambda/4(n_1 - n_0) = 469.6 [\text{nm}] \) and \( \lambda/8(n_1 - n_0) = 234.8 [\text{nm}] \), respectively. The binary etching mask designs which specified etch areas for each micromachining sequence were recorded in GDS-II stream format (a standard layout data format used in VLSI manufacturing). The transverse alignment error for the three etching masks was measured to be less than 0.28 [\mu m] from mask to mask. According to the project specifications smallest transverse feature size allowed in the DOE design was equal to 1.5 [\mu m], which was conservative with respect to the actual sub-micron resolution of the technology used. The average etch depth error for \( \pi, \pi/2 \) and \( \pi/4 \) etches was measured to be 0.82\%, 1.23\% and 0.76\%, respectively.

The etching mask patterns for etching depths corresponding to phase shifts of \( \pi, \pi/2 \) and \( \pi/4 \) and the resulting phase mask are shown in Figs. 3.16 for the DOE’s representing the following vortex fields: a single vortex of charge \( m = 1 \) (Fig. 3.16), a pair of unit charge vortices (Fig. 3.17), \((m_1 = m_2 = 1)\) separated by distance \( d_V = 50 [\mu m] \), a pair of unit charge vortices \((m_1 = m_2 = 1)\), separated by distance \( d_V = 100[\mu m] \) (Fig. 3.18), and a pair of oppositely charged vortices \((m_1 = 1, m_2 = -1)\) separated by \( d_V = 100 [\mu m] \) (Fig. 3.19).

Let us now examine the effects of 8-level phase resolution on the spatial quality
Fig. 3.16: DOE with a single unit charge vortex. We show etch mask patterns corresponding to (a) $\pi$, (b) $\pi/2$, (c) $\pi/4$ phase shifts and (d) the resulting phase mask. Inset shows the center of the mask for more detail.
Fig. 3.17: DOE with two vortices of unit charge, separated by $d_V = 50 \, [\mu m]$. We show etch mask patterns corresponding to (a) $\pi$, (b) $\pi/2$, (c) $\pi/4$ phase shifts and (d) the resulting phase mask. Insets show the center of the mask for more detail.
Fig. 3.18: DOE with two vortices of unit charge, separated by $d_V = 100 \, \mu m$. We show etch mask patterns corresponding to (a) $\pi$, (b) $\pi/2$, (c) $\pi/4$ phase shifts and (d) the resulting phase mask. Insets show the center of the mask for more detail.
Fig. 3.19: DOE with two vortices of opposite charges, separated by $d_V = 100 \, [\mu m]$. We show etch mask patterns corresponding to (a) $\pi$, (b) $\pi/2$, (c) $\pi/4$ phase shifts and (d) the resulting phase mask. Insets show the center of the mask for more detail.
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Fig. 3.20: Numerical simulations of near-field propagation of a beam with two vortices of unit charge, separated by $d_V = 50 \, [\mu m]$, created by the DOE shown in Fig. 3.17. A Gaussian beam of radial size, $w_0 = 800 [\mu m]$, and wavelength, $\lambda = 850 [\mu m]$, was used. The propagation distances are normalized to Rayleigh length, $Z_0 = 2.5 [m]$. The transverse intensity profiles are rendered using logarithmic gray-scale.

of the vortex beam. In Fig. 3.20 we show numerical predictions for a propagating beam amplitude profile, corresponding to DOE shown in Fig. 3.17. The initial field is comprised of a pair of unit charge vortices, separated by $d_V = 50 [\mu m]$. One can clearly see the radial protuberances brought about by the finite phase resolution of the DOE. As the beam propagates, the artifacts with high spatial frequencies radiate towards the periphery of the beam, while the beam profile at the center smooths out, owing to diffraction. In practice, spatial filtering may be used to alleviate the artifacts caused by limited phase resolution, with the inherent drawback of increasing the size of the vortex cores.

The specific DOE’s described in this chapter are currently being used for proof-of-principle experiments which intend to use vortex phase masks for optical limiting applications.
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3.8 Conclusions

In this Chapter we have described a method of creation of optical vortices using computer-generated holography which has the advantages of low cost (unlike phase masks) and the ability to produce arbitrary distributions of OV’s (unlike mode converters). We discussed how point-like vortices may be readily made using CGH’s, and argued that core sizes on the order of the Nyquist limit of half the holographic grating period may be achieved. Owing to the finite gray scale and spatial resolution of the recording medium (or system), the reconstructed holographic field will be distorted, especially for small values of the grating period (as measured in the number of resolvable printed ”dots”). Hence, a trade-off exists between the core size and the image fidelity. Spatial filtering allows one to remove unwanted diffraction orders (attributed to black-and-white holograms), as well as smooth out phase steps (attributed to the limited phase resolution); however, filtering also broadens the core. To achieve core sizes much smaller than the characteristic beam size, i.e., point-like vortices, one must design a system where the beam used to reconstruct the holographic image (and hence, the format size of the holographic film), has a diameter much larger than the grating period of the hologram. This is not difficult to achieve in the laboratory, and thus, one may easily produce point-like optical vortices. We found we were able to achieve a beam to core size ratio of 175. Investigations of single and multiple vortex propagation dynamics may be conducted in both linear and nonlinear optical media. In the former case, low power beams may be used, and hence, CGH’s are suitable. The higher powers common to nonlinear optical experiments, however, may require one to re-record the holographic image onto a low-loss material such as a photopolymer. We have described the technique used for achieving high efficiency holograms in
DuPont Holographic Recording Film. Finally, we have measured the vortex core size as the beam propagated in the near-field regime, and found good agreement with the expected values. We also described the creation of vortices using DOE’s. The latter method allows sub-micrometer spatial resolutions, however, it is not practical due to high manufacturing costs.
4. PROPAGATION DYNAMICS OF OPTICAL VORTICES

4.1 Introduction

An OV can be characterized by its phase profile and the form of the amplitude core function (Eq. (2.1)). The latter may dramatically affect the propagation dynamics of a vortex. Vortices with strongly localized cores may exhibit propagation behavior which is distinctly different from that of the vortices occurring as cavity modes. For cavity-type modes the amplitude of the electric field in the vicinity of the core varies linearly with the radial distance from the center of the vortex, and thus, we shall call it an “r-vortex” or “large-core vortex”. In the case of OVS’s or other localized cores, the amplitude may be modeled as \( \tanh(r/w_V) \), and we shall call this a “vortex filament” or a “small-core vortex”. As the size of the small-core vortex vanishes, \( (w_V \to 0) \), the vortex is said to become a “point-vortex”.

This chapter is intended to develop an intuitive understanding of optical vortex motion and to describe the propagation characteristics of different types of vortices in linear and nonlinear media. For example, in a linear material a single off-axis vortex of any type moves transversely across a Gaussian beam in a straight line as the beam propagates. It does not rotate as sometimes described, though its angular displacement tends toward \( \pm \pi/2 \) as \( z \to \infty \). We also give detailed accounts of the orbital motion of identical quasi-point vortices in linear and nonlinear media, and
demonstrate how the rotation can slow and reverse its direction. In Sec. 4.2 we review the definitions and properties of OV’s. Analytical descriptions of the propagation dynamics are presented in Sec. 4.4, followed by numerical and revised theoretical analyses for special cases in Sec. 4.5, and conclusions in Sec. 4.6.

### 4.2 Description of Optical Vortices

In general, the linear vector wave equation admits cylindrical wave solutions which are characterized by a separable phase term, \( \exp(i m \theta) \), where \( \theta \) is the azimuthal coordinate in the transverse plane, and \( m \) is a signed integer called the topological charge. We shall refer to this phase term as “the vortex term”, owing to the special properties it exhibits in an optical system, such as particle-like propagation (even in linear media), conservation of topological charge, and conservation of angular momentum.

We shall make the paraxial wave approximation, with the waves propagating in the \( +z \) direction and oscillating as \( \exp[i(\omega t - k z)] \), where \( \omega \) is the frequency, \( k = 2\pi n/\lambda \) is the wavenumber, \( \lambda \) is the vacuum wavelength and \( n \) is the index of refraction. To simplify the description of the propagation dynamics owing to diffraction, the scalar wave equation is used. It is valid for beams with the wavevector subtending a small angle with the optical axis and it accurately describes field features which are greater than \( \lambda \). The propagation of vortices through nonlinear refractive media may also be described by a scalar equation, assuming that either the material exhibits no nonlinear polarizability, or that the light is circularly polarized.\(^{129,130}\) Using cylindrical
coordinates, the field of a single vortex may be expressed with the ansatz,

\[ E(r, \theta, z) = E_0 G_{BG}(r, z) \exp[i\Phi(r, z)] \times A(r, z) \exp[im\theta] \exp[-ikz] \]

\[ = E_0 u(r, \theta, z) \exp[-ikz] \] (4.1)

where \( E_0 \) is a characteristic amplitude, \( \Phi(\theta, r, z) \) describes the part of the phase that changes as the beam propagates, \( A(r, z) \) describes the amplitude profile of the vortex core, \( G_{BG} \) describes the amplitude of the background field in which the vortex exists, and \( u \) is a normalized slowly varying complex function. The vortex described in Eq. (4.1) has an axis parallel to optical axis; a more unusual case is described in Section 6.3. The factor \( \exp[i\omega t] \) was omitted, as we are considering the time-averaged field. We will refer to the “dynamics of beam propagation” to describe the changes which occur as the beam propagates through space, not time. Unless stated otherwise, we shall assume the background field has a Gaussian profile: \( G_{BG}(r, z) = \exp(-r^2/w^2(z)) \) where \( w(z) \) characterizes the beam size.

In this chapter we will compare and contrast two characteristically different vortex core functions: a “vortex filament” (used for example to describe OVS’s),

\[ A(r, z = 0) = \tanh(r/w_V) \] (4.2)

and an “r-vortex” or a “large-core vortex” (found, for example, in a doughnut mode of a laser)

\[ A(r, z = 0) = (r/w_r)^{|m|}. \] (4.3)

where the vortex core size is characterized by \( w_V \) in Eq. (4.2), but not by \( w_r \) in Eq. (4.3). In the latter case, the measurable core size is not an independent parameter, but rather is characterized by the background beam; for a Gaussian background, the
Fig. 4.1: Intensity profiles of an (a) r-vortex and (b) vortex filament on a Gaussian background beam of size $w_0$, showing the respective large and small vortex cores sizes.

The images are shown using a logarithmic gray-scale pallet, whereas a linear scale is used for the line plots (this applies to the other figures in this chapter, unless noted).

Half-width at half intensity maximum of the core is $w_{\text{HWHM}} \approx 0.34 w_0$ for $|m| = 1$. The parameter $w_r$ is an arbitrary length which, together with $E_0$ simply scales the peak intensity of the beam. The model function in Eq. (4.2) arises in various physical systems (such as nonlinear refractive media\cite{7,8,127} and Bose-Einstein quantum fluids\cite{176}).

The intensity profiles for the fields, Eqs. (4.2) and (4.3), contain a noticeable dark vortex core whose intensity is zero at the center, as shown for an r-vortex and a vortex filament in Fig. 4.1.

First let us review the equations describing vortex (or “doughnut”) modes that may emerge from a cylindrically symmetric laser cavity. These modes belong to a family of solutions described by Eq. (4.1), where $A(r, z)$ are Laguerre polynomials.\cite{19}

We are presently interested in only those solutions exhibiting at most one intensity minimum within the beam. In that case the solution at the beam waist ($z = 0$)
is given by Eq. (4.3), where \( w_r = w_0/\sqrt{2} \). It is well known that the propagation of a doughnut mode is similar to that of an \( m = 0 \) beam\(^{177} \) (the \( TEM_{00} \) mode\(^* \)). The amplitude is a self-similar function described by \( A(r) = (r/w(z))^{m} \) and \( G_{BG} = (w_0/w(z)) \exp(-r^2/w^2(z)) \), where \( w(z) = w_0(1 + (z/Z_0)^2)^{1/2} \) and \( Z_0 = \pi w_0^2/\lambda \) are the beam size and characteristic diffraction length, respectively. In this case, the changing phase term in Eq. (4.1) is given by \( \Phi(r, z) = (m + 1)\Phi_G(z) + kr^2/2R(z) \) where

\[
\Phi_G(z) = \arctan(z/Z_0)
\]

(4.4)
is the “dynamic Gouy shift”, and \( R(z) = z[1 + (Z_0/z)^2] \) is the radius of curvature of the wavefront. The Gouy shift\(^{60,61} \) accounts for the 180° inversion of a beam as it propagates from \( z = -\infty \) to \( z = +\infty \) with a focal region (the waist) at \( z = 0 \) (or a 90° rotation from \( z = 0 \) to \( z = \infty \)).

Next we describe the field of our model vortex filament, whose vortex core function is given by Eq. (4.2). In practice a beam with this core function may be formed using computer-generated holograms\(^{16,48} \) or a diffractive optical element having an etched surface resembling a spiral staircase.\(^{58,59} \) Fig. 4.1 shows the intensity profiles of two beams having the same size background beam and power for (a) an r-vortex, and (b) a vortex filament. The vortex filament core size may be arbitrarily small, and hence, the peak intensity may be as much as \( e = 2.71 \) times greater than that of an r-vortex beam, provided the total power and Gaussian beam size are the same.

The propagating field of a point vortex (\( w_V = 0 \)) may be determined analytically

\( * \) \( TEM_{00} \) mode is a Gaussian beam
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by integrating the paraxial Fresnel integral.\textsuperscript{178} We find\textsuperscript{179}

\begin{equation}
G_{BG}(r, z)A_m(r, z) = \frac{\sqrt{\pi} r}{2w_0} \left( \frac{Z_0}{z} \right)^{1/2} \left( \frac{Z_0}{R(z)} \right)^{3/2} \left[ I_{\nu(-)}(\gamma) - I_{\nu(+)}(\gamma) \right] \exp \left[ -\frac{r^2}{2w^2(z)} \right]
\end{equation}

(4.5)

\begin{equation}
\Phi(r, z) = \frac{\pi}{2} \left( \frac{3}{2} - m \right) + \frac{Z_0}{z} \left( \frac{r}{w_0} \right)^2 \left[ 1 - \frac{1}{2} \left( \frac{w_0}{w(z)} \right)^2 \right] - \frac{3}{2} \arctan \left( \frac{z}{Z_0} \right)
\end{equation}

(4.6)

where $I_{\nu}(\gamma)$ is the modified Bessel function of the first kind of fractional order $\nu^{(\pm)} = (m \pm 1)/2$, $w(z)$ is described above, and the argument $\gamma = (1/2)(r/w(z))^2(1 + iZ_0/z)$. The intensity profile, $|A_m|^2$ is characterized by high spatial frequency ringing in the near field, $z/Z_0 \ll 1$, and smooth profiles for $z/Z_0 > 1$.\textsuperscript{179} The intensity profiles are described and depicted in Sec. 4.5.

4.3 Optical Vortex Soliton

An optical vortex soliton (OVS) is a stable (2+1)-dimensional structure which occurs in the defocusing Kerr medium.\textsuperscript{7} It comes about when the defocusing effect is balanced by diffraction of the vortex core. Remarkably, an OVS will propagate without any change in its size, assuming an infinite plane wave background. In case of finite-size background beams the soliton size will increase adiabatically owing to beam blooming. Namely, as the intensity of the blooming beam decreases, the nonlinear refractive index change decreases resulting in a larger soliton size.

While investigating a Bose gas Ginzburg and Pitaevskii\textsuperscript{2,3} first reported stationary vortex solutions to an equation which was later called the nonlinear Schrödinger (NLS) equation. In the context of diffractive optics, this equation is written

\begin{equation}
-2ik \frac{\partial u}{\partial z} + \nabla_\perp^2 u + 2k^2 \frac{n_2 E_0^2}{n_0} |u|^2 u = 0,
\end{equation}

(4.7)
where $\nabla^2 \perp u = (1/r)(\partial/\partial r(r \partial u/\partial r)) + (1/r^2)(\partial^2 u/\partial \theta^2)$ is the transverse Laplacian in cylindrical coordinates, $u$ is the envelope defined in Eq. (4.1), $n_2$ is the coefficient of nonlinear refractive index ($n_2 < 0$ for self-defocusing media), and $n_0$ is the linear index of refraction. The NLS allows a vortex soliton solution

$$u(r, \theta, z) = A(r) \exp(i m \theta) \exp(iz/z_{NL}), \quad (4.8)$$

where $z_{NL} = 2n_0/(k \Delta n)$ is the nonlinear longitudinal length scale, $m = \pm 1$ is the topological charge, and $\Delta n = -n_2 E_0^2$ is the characteristic nonlinear refractive index change. The amplitude function $A(r)$ may be approximated as

$$A(r) \approx \tanh(r/w_{OVS}), \quad (4.9)$$

where $w_{OVS} \approx 1.270 w_{NL}$ is the soliton size and $w_{NL} = k^{-1}(n_0/\Delta n)$ is the transverse length scale. Thus, there is an direct relation between the characteristic change of the refractive index and the size of the soliton.

Numerical simulation show how well the tanh approximation describes the OVS. In Fig. 4.2 we see numerical results for initial and propagated radial intensity profiles for a size $w_V = 100 \mu m$ soliton (which corresponds to $\Delta n = 1.1 \cdot 10^{-6}$ nonlinear refraction index change). The soliton was propagated a distance equal to $10Z_V$, where $Z_V = kw_V^2/2$ is the characteristic diffraction length for this soliton size. One can see that the center of the amplitude function retains its initial size, with only negligible ringing far from the center of the soliton. In contrast, considerable radiation ringing will occur if the initial size of the vortex is greater or less than $w_{OVS}$. In Fig. 4.3 we see large rings emanating from the center of the vortex after propagation, as its core size shrinks to approach the soliton size in the medium.
Fig. 4.2: Radial intensity profile of a tanh($r/w_V$) soliton at $z = 0$ and $z = 10Z_V$, where $w_V = 100 [\mu m]$ is the soliton size and $Z_V = kw_V^2/2$ is the characteristic soliton diffraction length. The intensity is plotted in arbitrary units.
Fig. 4.3: Radial intensity profile of a tanh-vortex which is initially 4 times larger than the $w_V = 100 \, [\mu m]$ soliton size required by nonlinearity ($\Delta n = 1.1 \cdot 10^{-6}$). The plots are shown for $z = 0$ and $z = 10Z_V$, where $Z_V = kw_V^2/2$ is the characteristic diffraction length for $w_V = 100 \, [\mu m]$. The intensity is plotted in arbitrary units.
4.4 Vortex Propagation Dynamics

We will now describe the propagation of optical vortices using analogies of vortices in a fluid. Hydrodynamic paradigms have been used to describe electromagnetic phenomena throughout history\(^1\). The NLS equation follows this tradition, as it has been shown to transform into two of the principal equations in fluid mechanics: the Bernoulli and continuity equations.\(^{111,180}\) These equations may be obtained by writing the complex field envelope \(u = f(r, \theta, z) \exp[is(r, \theta, z)]\). Inserting this expression into Eq. (4.7), one obtains two coupled equations:

\[
-\frac{\partial s}{\partial z} + \left( \vec{k}_\perp \cdot \vec{k}_\perp \right) = \frac{\nabla^2 \rho^{1/2}}{\rho^{1/2}} - \frac{P}{\rho}, \tag{4.10}
\]

\[
\frac{1}{2} \frac{\partial \rho}{\partial z} + \left( \nabla_\perp \cdot (\rho \vec{k}_\perp) \right) = 0, \tag{4.11}
\]

where \(\vec{k}_\perp = -\nabla_\perp s\) is the transverse wavevector or ”momentum” of the beam (it is analogous to the velocity field of a fluid), and, \(\rho = f^2 = |u|^2\) is the intensity or “density” and \(P = 2\rho^2\) is the “pressure” of a fluid, respectively. The term \(P/\rho\) in Eq. (4.10) vanishes in linear media \((n_2 = 0)\).

From Eq. (4.1), we write \(s = m \theta + \Phi(r, z)\) and \(f = G_{BG}(r, z)A(r, z)\). It is clear from Eqs. (4.10) and (4.11) that two of the important terms driving the propagation dynamics in both linear and nonlinear media are the phase gradient, \(\vec{k}_\perp\) and the intensity gradient, \(\nabla_\perp \rho\). At all points, except the singularity, we find

\[
\vec{k}_\perp = -\nabla_\perp s = -\dot{\theta} r^{-1} \partial s / \partial \theta - \dot{r} \partial s / \partial r. \tag{4.12}
\]

However, we are most interested in the motion of the singularity, where special attention is required.

\(^1\) See Appendix A for a more detailed description of vortex filament motion in a fluid.
In a fluid, one finds that the velocity field at the center of the vortex is unaffected by the vortex itself; rather, the vortex may be viewed as being attached to a particle that moves with the local flow field. The latter statement holds true for a vortex filament without kinks and torsion, which may cause self-action of a filament. In a similar fashion, we may surmise that the transverse wavevector at the center of an optical vortex is unaffected by the vortex itself, for a vortex whose axis is aligned with $z$. The trajectory of a given vortex is affected by all other sources of $\vec{k}_\perp$ and $\vec{\nabla}_\perp \rho$, such as diffracting waves or other vortices. The fluid paradigm suggests the following hypothesis for an optical vortex: *In a linear medium, the vortex trajectory is affected by the factors in the field at the singularity which exclude the singularity being examined*, i.e., the field $u/[A(r,z)\exp(im\theta)]$ and its derivatives, evaluated at the vortex core. Thus, at the center of the vortex core the transverse momentum is $\vec{k}_\perp = -\vec{\nabla}_\perp \Phi$ (this may also be viewed as the local average value of $\vec{k}_\perp$ in the vicinity of the core). To develop an understanding of the effects of amplitude and phase gradients on vortex motion, let us consider these two interactions separately.

It may be demonstrated that a vortex moves perpendicular to the gradient of the amplitude of the background field in a linear medium, by considering a singly charged $(m = \pm 1)$ r-vortex placed at the origin, and a background field whose amplitude varies linearly in the $x$-direction:

$$E(r, \theta, z = 0) = E_0 \exp(im\theta) \left\{ 1 + \left(\frac{r}{L}\right) \cos \theta \right\} r/w_r \equiv E_0 u(r, \theta, z = 0), \quad (4.13)$$

where $L$ and $w_r$ characterize the slope of the background field and vortex core, respectively. (Note that $|L^{-1}| = |G_{BG}^{-1} \vec{\nabla}_\perp G_{BG}|_{r=0}$, where $G_{BG} = E_0 \left\{ 1 + \left(\frac{r}{L}\right) \cos \theta \right\}$.) As the beam propagates, the initial direction of motion of the vortex can be easily determined by expressing the field (or intensity) as a Taylor series expansion:
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$u(r, \theta, \delta z) = u(r, \theta, 0) + (\partial u / \partial z) \delta z$, where $\partial u / \partial z$ can be found from Eq. (4.7). The coordinates of the vortex must satisfy the condition, $|u| = 0$, whence we find the vortex displacement vector:

$$\vec{r}(\delta z) = \text{Sgn}(m)(\delta z / k^2) \vec{k} \times (G_{BG}^{-1} \vec{\nabla} \perp G_{BG})_{r=0}$$

(4.14)

where Sgn$(m) = m / |m|$. Thus, the vortex moves not in the direction of the sloping field, but rather perpendicular to it. If the topological charge is positive (negative), the vortex moves in the positive (negative) y-direction. This demonstration suggests that a vortex having an arbitrary core function may experience a displacement whenever the intensity of the background field is nonuniform, although we have not proven it for an arbitrary core function.

Let us now examine the motion of a vortex in the presence of a nonuniform phase. In particular, we will consider the fundamental interaction between two identical vortices, separated by a distance, $d_V$, shown schematically in Fig. 4.4. To obtain a purely phase-dependent interaction, with no amplitude-dependent effects as previously described, we will assume point-vortices ($\omega_V \to 0$) on an infinite, uniform background field ($\omega_0 \to \infty$). We note that the vortex cores will diffract over some distance of order, $Z_V = \pi d_V^2 / \lambda$, and thus, the background field experienced by each vortex will appear nonuniform for $|z| \geq Z_V$. However, over the range $|z| \ll Z_V$, the background field may be considered uniform and approximated by:

$$E(r, \theta, z) = \exp[i(m_1 \theta_1 + m_2 \theta_2) - ikz]$$

(4.15)

where $\theta_j$ is the azimuthal coordinate measured about the $j^{th}$ vortex which has a topological charge, $m_j$ (see Fig. 4.5). We wish to find the angular displacement $\phi_V$
Fig. 4.4: Three-dimensional sketch of the position of the vortex in the transverse $x$-$y$ plane, propagating in the $z$-direction with wavevector $\vec{k} \approx k_z \hat{z}$. The wavevector at the center of the vortex 2 has a transverse component, $k_\perp \ll k_z$.

of a propagating vortex from its initial position, $\Theta_j(z = 0)$:

$$\phi_V(z) \equiv \Theta_j(z) - \Theta_j(z = 0)$$  \hfill (4.16)

For simplicity, let us assume $m_1 = m_2 = -1$. In this case, the transverse wavevector at all non-singular points is determined from Eq. (4.12):

$$\vec{k}_\perp = \hat{\theta}_1/r_1 + \hat{\theta}_2/r_2,$$  \hfill (4.17)

where $\hat{\theta}_j$ is the unit vector along the azimuth of the $j^{th}$ vortex and $r_j$ is the distance from its center. However, at the center of vortex 1, the effective wavevector is $\vec{k}_\perp(r_1 = 0) = \hat{\theta}_2/d_V$. Likewise, at the center of vortex 2, $\vec{k}_\perp(r_2 = 0) = \hat{\theta}_1/d_V$. The transverse wavevector at the singularities indicates the direction of motion of the vortices in the transverse plane. Combining the transverse and longitudinal motion, one may expect the two vortices to trace a double-helical trajectory, analogous to the orbital motion in time of two vortices in a fluid. This trajectory can be determined with the aid of
Fig. 4.5: Transverse coordinates of the $j^{\text{th}}$ vortex, located at the point $(R_j, \Theta_j)$, with respect to the origin (assumed to be at the center of the background beam). The amplitude and phase of the vortex are expressed in terms of the coordinates $(r_j, \theta_j)$.

Fig. 4.4. The angle $\psi_2$ between the transverse wavevector at vortex 2 and the optical axis $\hat{z}$ can be determined from trigonometry:

$$\tan \psi_2 = \frac{k_{\perp}(r_2 = 0)}{k} = \frac{\lambda}{(2\pi d_V)},$$  \hspace{1cm} (4.18)

where the paraxial wave approximation, $k_{\perp} \ll k_z \approx k$, has been assumed. While propagating a distance, $z$, in the $\hat{z}$ direction, vortex 2 moves an arclength, $l_2 = z \tan \psi_2$, in the transverse plane around the point at the center of the pair (the origin), which is is located a distance $d_V/2$ from each vortex. The angle of rotation is then

$$\phi_V = 2l_2/d_V = (2/d_V)z \tan \psi_2.$$  \hspace{1cm} (4.19)

We may now find the angular rate of rotation using Eqs. (4.18) and (4.19):

$$\Omega_d \equiv \frac{\Delta \phi_V}{\Delta z} = \frac{\lambda}{(\pi d_V^2)} = \frac{1}{Z_V}.$$  \hspace{1cm} (4.20)
This result was obtained after assuming vortex charges $m_1 = m_2 = -1$. For a vortex pair with positive unit charges, the rotation is reversed, i.e. in the general case of $m_1 = m_2 \equiv m$

$$\Omega_d = -m/Z_V. \quad (4.21)$$

An equivalent result was obtained by Roux. Our numerical calculations, described below, indicate that Eq. (4.20) is valid until the vortex core functions overlap, which occurs at a distance of roughly $Z_V/4$. Thereafter, the vortex motion is found to be characteristically different from the initial rotation regime, i.e. the angular velocity decreases owing to the additional effects of amplitude gradients. Corrections to Eq. (4.20) for vortex filaments, rather than point-vortices, are described in Sec. 4.5.

Having these examples of amplitude- and phase-driven vortex motion as concep-
tual guides, we now explore the more realistic case of vortex motion within a finite size Gaussian beam. In particular, we are interested in the trajectory of a pair of identical singly charged vortices placed symmetrically about the center of the beam in the initial plane \( z = 0 \). The field describing \( M \) vortices embedded in a Gaussian beam may be written

\[
E(r, \theta, z = 0) = E_0 \exp\left(-r^2/w_0^2\right) \prod_{j=1}^{M} A_j(r_j, z = 0) \exp(im_j\theta_j),
\]

where \( A_j(r_j, z = 0) \) is the initial core function of the \( j^{th} \) vortex, and \((r_j, \theta_j)\) are the polar coordinates measured with respect to the center of the \( j^{th} \) vortex (see Fig. 4.5).

We shall assume \( M = 2 \) and \( m_1 = m_2 = -1 \). The intensity profiles for vortex filament and r-vortex core functions are shown respectively in Figs. 4.6 and Fig. 4.7\(^\dagger\) In both cases the vortices are separated by a distance, \( d_V \), and the initial phase profiles (at \( z = 0 \)), shown in Fig. 4.8, are identical. Note that the phase increases from 0 to \( 2\pi \) in a clockwise sense for both vortices. The unavoidable overlap of the r-vortex cores is clearly evident in Fig. 4.7.

The motion of r-vortices, as shown in Fig. 4.7, in a single beam has been treated by Indebetouw,\(^{57}\) and we will review his results which, surprisingly, find that r-vortices exhibit no fluid-like motion (unlike point-vortices). In fact, Indebetouw showed that any number of identical r-vortices within a Gaussian beam will propagate independently of the others. For a single pair, as described in Eq. (4.22) with \( A_j = r_j/w_r \), the trajectory is given, in cylindrical coordinates measured about the center of the

\(^{\dagger}\) In this Chapter, a logarithmic gray-scale pallet was used to render all intensity images, unless noted otherwise.
Fig. 4.7: Two r-vortices of separation, $d_V$, are placed symmetrically about the center of a Gaussian background beam of size, $w_0$.

Fig. 4.8: Phase profile of two charge $m = -1$ vortices in the initial transverse plane, $z = 0$, separated by a distance, $d_V$. A linear gray-scale pallet was used in this case, where black (white) corresponds to a phase of 0 (2$\pi$).
beam (see Fig. 4.5), by the expressions

\begin{align*}
R_j(z) &= R_j(0) \sqrt{1 + z^2/Z_0^2}, \quad (4.23) \\
\Theta_j(z) &= \Theta_j(0) - \text{Sgn}(m) \Phi_G(z), \quad (4.24)
\end{align*}

where \( R_j(0) \), \( \Theta_j(0) \) are the initial coordinates of the \( j \)th vortex. We find that the vortices do not actually rotate, as one may expect from Eq. (4.24); rather the projection of the trajectories onto the transverse plane are straight parallel lines given by parametric equations:

\begin{equation}
y_j(z) = x_j(z) \tan[\Theta_j(0) - \text{Sgn}(m) \Phi_G(z)], \quad (4.25)
\end{equation}

where \( R_j^2(0) = x_j^2(0) + y_j^2(0) \) is the initial displacement of the \( j \)th vortex from the center of the beam. Although the vortices do not circle the optical axis, it is useful to calculate the angular rate of rotation for an r-vortex using Eqs. (4.24) and (4.16):

\begin{equation}
\Omega_r = \Delta \phi_V/\Delta z = -\text{Sgn}(m) Z_0^{-1} (w_0/w(z))^2 = -\text{Sgn}(m) Z_0^{-1} (1 + (z/Z_0)^2)^{-1}. \quad (4.26)
\end{equation}

For linear media, analytical solutions exist only for r-vortices in a Gaussian beam. To examine the motion of vortex filaments in a Gaussian beam, numerical techniques are helpful. These techniques are also useful to model propagation in nonlinear media. In the next Section we present numerical results which show that whereas vortex filaments exhibit distance-dependent rotation rates, those with overlapping core functions tend to be independent of the vortex separation distance.

### 4.5 Numerical Investigation

Numerical investigations may not only provide considerable insight into the physics of optical vortex propagation dynamics, they may also help identify physically realizable
experiments. In this section, we examine four different vortex propagation phenomena that occur within a Gaussian background field.

*Case 1* examines the linear propagation of a single $r$-vortex or vortex filament in the center of a Gaussian beam. *Case 2* explores the vortex-beam interaction that occurs when a vortex is displaced from the optical axis. Vortex-vortex interactions in a linear medium are investigated in *Case 3*, showing distinct differences between the $r$-vortices and vortex filaments. *Case 4* examines the interaction between OVS’s in nonlinear media.

The so-called “Split-Step” or “Beam Propagation” numerical method is used to determine the field of the propagating beam. The data was computed on a DEC-Alpha 3000-800, and a Macintosh II-fx computer was used to process the images. The transverse numerical grid size was 1024x1024 (or 2048x2048 for some cases), with each element corresponding to a size $\Delta x = 4.88$ [µm]. Unless stated otherwise, a beam size of $w_0 = 488$ [µm], and a wavelength of $\lambda = 800$ [nm] is used. For the vortex filament cases, we assume $w_{OVS} = 57$ [µm], which corresponds to a soliton with induced index change of $\Delta n = 8.0 \times 10^{-6}$. Note that we render gray-scale intensity profiles using a logarithmic palette to depict a visual image, whereas linear scales are used for line plots and phase profiles.

*Case 1.* The linear propagation of a vortex placed in the center of a Gaussian beam (see Eq. (4.1)) has been described in Sec. 4.2 for an $r$- and point-vortex. The self-similar intensity profile of a propagating $r$-vortex is shown in Fig. 4.1(a). The solution for a propagating vortex filament is intractable, unless the core size vanishes (see Eqs. (4.5), (4.6)), whereas numerical solutions provide easily interpreted results. The discussion of Eq. (4.5) suggests that diffractive ringing may occur in the near-field
region, even when \( w_V \neq 0 \). This ringing is depicted in Fig. 4.9 for (a) \( w_V/w_0 = 0.12 \)
and (b) \( w_V/w_0 = 0 \), showing that intensity ringing is negligible unless \( w_V/w_0 \ll 1 \).
For any ratio, \( w_V/w_0 \ll 1 \), the rings diffract out of the vortex region for \( z > Z_0 \), and
the optical quality of the beam remains smooth.

**Case 2.** Let us now displace the vortex from the center of the beam, to a point
where the background intensity gradient is non-zero, and examine the position of the
propagating vortex. As discussed in Sec. 4.4, the projection of the vortex trajectory in
the transverse plane is expected to initially move in the direction of \( m\vec{k} \times \vec{\nabla}_\perp G_{BG} \). Let
us first consider an r-vortex of charge \( m = +1 \), placed at the point \( (x_0, y_0) = (r_0, 0) \)
or equivalently, at \( (R(0), \Theta(0)) = (r_0, 0) \), where \( r_0 = w_0/2 = 244 \mu m \). The initial
field is given by Eqs. (4.3) and (4.22), with \( M = 1 \), \( \theta_1 = \arctan[(y-y_0)/(x-x_0)] \)
and \( r_1 = ((x-x_0)^2 + (y-y_0)^2)^{1/2} \). As expected from Eq. (4.25), we see in Fig. 4.10
that the vortex indeed moves in a straight line, with the angular position moving
clockwise with respect to the center of the Gaussian beam. The vortex positions in
the transverse plane after propagating distances \( z = 0, Z_0, 2Z_0, 3Z_0 \) are depicted with
white squares.

We suggested a hypothesis in Sec. 4.4 that vortex motion is unaffected by its
own amplitude and phase. Thus, a single vortex filament on a Gaussian beam is
expected to also move in a straight line. (The field of an off-axis vortex filament may
be written as in the previous example, except with the core function given by Eq.
(4.2).) The numerically computed position of the vortex filament, shown in Fig. 4.11,
is indeed identical to that of the r-vortex in Fig. 4.10. Only the diffraction of the
vortex core distinguishes these two examples (the size and position of the vortex core
are depicted with white circles). This result supports the validity of the optical vortex
Fig. 4.9: Near-field intensity profiles at a propagation distance, $z/Z_0 = 0.05$ showing negligible ringing when (a) $w_V = 57 \, \mu m$, and significant vortex radiation when (b) $w_V = 0$. The size of the initial background Gaussian field is $w_0 = 488 \, \mu m$. 
Fig. 4.10: An off-axis $r$-vortex of charge $m = +1$ in a Gaussian beam ($w_0 = 488 \ [\mu m]$) is initially placed at the point $(x_0, y_0) = (r_0, 0)$, where $r_0 = 244 \ [\mu m]$. The beam is shown at the distance $z = Z_0$. The projection of the vortex trajectory in the transverse plane, shown by the white squares, is a straight line. The vortex advances at a uniform rate, given by $r_0/Z_0$. 
Fig. 4.11: An off-axis vortex filament of charge $m = +1$ in a Gaussian beam ($w_0 = 488 [\mu m]$) is initially placed at the point $(x_0, y_0) = (r_0, 0)$, where $r_0 = 244 [\mu m]$. The beam is shown at the distance $z = Z_0$. The projection of the vortex trajectory in the transverse plane, shown by the white circles (whose radius depicts the size of the advancing vortex), is a straight line. As for an $r$-vortex, the vortex filament advances at a uniform rate, given by $r_0/Z_0$.

Case 3. Let us now introduce a second vortex into the beam so that the trajectory of a vortex is affected by not only the Gaussian background field, but also by the field of the other vortex. We examine the case where the vortices, separated by a distance, $d_V$, and having topological charge, $m_1 = m_2 = +1$, are placed symmetrically about the center of the beam, as shown in Fig. 4.6 for vortex filaments, and Fig. 4.7 for $r$-vortices.

The field is described by Eq. (4.22) with $M = 2$, $r_1 = ((x - x_{1,0})^2 + (y -
where the initial position of the vortices (at $z = 0$) are given by the coordinates $(x_{1,0}, y_{1,0}) = (r_0, 0)$, and $(x_{2,0}, y_{2,0}) = (-r_0, 0)$ or equivalently, $(R_1(0), \Theta_1(0)) = (r_0, 0)$ and $(R_2(0), \Theta_2(0)) = (r_0, \pi)$. The vortices are initially separated by a distance $d_V = 2r_0$.

Let us first we examine the trajectories for a pair of r-vortices, which, according to the theory reviewed in Sec. 4.4, are not expected to exhibit vortex-vortex (i.e., $d_V$-dependent) interactions. The trajectories demarked by white squares on the intensity profile in Fig. 4.12 confirm this fact. The trajectory of the vortex at the right hand side is exactly the same as that observed for the single r-vortex shown in Fig. 4.10. On the other hand, a pair of vortex filaments is expected to exhibit strikingly different propagation dynamics, depending on the separation distance $d_V$. Indeed, Fig. 4.13(a) shows that a significant rotation, $25^\circ$, is achieved over a short distance ($z/Z_0 = 0.1$). In comparison, the Gouy shift (Eq. (4.4)) over this distance is only $5.7^\circ$. As the vortex trajectory shows in Fig. 4.13(b), the rotation angles continue to increase over longer propagation distances; however, the radial positions also change, possibly owing to nonlinear beam blooming. The vortices experience an initially rapid orbital motion, followed by a slower nearly-rectilinear motion, driven by the background beam (analogous to motion of r-vortices). This trajectory is consistent with the discussion in Sec. 4.4, where it was argued that the vortex filaments initially propagate like point-vortices in a fluid until the vortex cores begin to overlap. An experimental verification of this phenomenon is described in more detail in Section 5.2.

Since vortex propagation is affected not only by other vortices but also by the amplitude and phase gradients of the Gaussian beam, we will now investigate
Fig. 4.12: Two r-vortices of topological charge, $m = +1$, and separation, $d_V = 2r_0 = w_0 = 488 \, \mu m$, are initially placed at the points $(\pm r_0, 0)$. The beam, shown at the distance $z = Z_0$, shows the vortex trajectories (see Eq. (4.25)), as described by the dynamic Gouy phase. The white squares mark the positions of the vortices at propagation distances $z = 0, Z_0, 2Z_0, 3Z_0$. The trajectories are straight lines, as in Fig. 4.10.
Fig. 4.13: Two vortex filaments of topological charge, $m = +1$, and separation, $d_V = 2r_0 = 137 \, [\mu m]$ are initially placed at the points $(\pm r_0, 0)$ on a Gaussian background beam of size $w_0 = 488 \, [\mu m]$. The beam, shown at the distance $z = 0.10 \times Z_0$, shows the vortex rotation effect. The projection of the vortex trajectories onto the transverse plane is depicted in (b), where diamonds mark propagation intervals of $\Delta z = Z_0/10$. 
how the vortex dynamics is affected by both the beam size, $w_0$, and the separation, $d_V$. In Figs. 4.14(a-c) we have plotted numerically determined rotation angles as a function of distance for both linear and nonlinear propagation. (The nonlinear case is discussed in Case 4 below). We show angle plots for more values of initial vortex separation in Fig. 4.15. In all three Figs. 4.14(a-c) plots, we find large initial rates of rotation (compared to the Gouy rate in Eq. (4.26)), as expected. However, we find a surprising result for the linear case in Fig. 4.14(a), where we consider two closely spaced vortices in a large background field ($w_0 = 1464[\mu m]$, $d_V/w_V = 2.40$, and $w_V = 57[\mu m]$): the rotation angle, $\phi_V(z)$, indicates that the rotation reverses direction after some distance! This retrograde motion may occur owing to two competing sources of amplitude gradients: the background Gaussian beam and the diffracting neighboring vortex. According to the vortex hypothesis, the effective “background” field determining the motion of vortex 1 is given by the field of both vortex 2 and the Gaussian beam. The gradient of the amplitude of the Gaussian beam is directed radially outward from the center of the beam, as usual; however, at some distance, $z$, it may be relatively weak compared to the amplitude gradient of the overlapping vortex. Thus, the resultant direction of the amplitude gradient may switch directions as the diffracting envelope from one vortex begins to overlap the other, i.e., the background gradient may switch from being radially outward (with respect to the center of the beam) to radially inward. Therefore, the direction of rotation, $m\hat{k} \times \vec{\nabla}_\perp G_{BG}$ (where $G_{BG}$ is the effective background field), may reverse as the beam propagates.

By increasing the vortex separation distance, the vortices may rotate as quasi-point vortices for longer propagation distances, and thus, larger rotation angles may be achieved. This is verified in Fig. 4.14(b) for the case $d_V/w_V = 6.8$, where we also
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Fig. 4.14: Angle of rotation, $\phi_V$, versus the propagation distance, $z$, in linear and nonlinear media for a pair of vortex filaments of size, $w_V = 57 [\mu m]$, and separation, $d_V$, on a Gaussian background beam of size, $w_0$: (a) $d_V = 137 [\mu m]$, $w_0 = 1464 [\mu m]$ ($Z_0 = 8.4m$); (b) same as (a) except $d_V = 390 [\mu m]$; (c) same as (a) except $w_0 = 488 [\mu m]$ ($Z_0 = 0.94m$).
Fig. 4.15: Propagation of a pair of vortex filaments in linear media for different values of vortex separation, $d_V$. A: $\arctan(z/Z_0)$ (shown for comparison), B: $d_V = 185 \, [\mu m]$, C: $d_V = 244 \, [\mu m]$, C: $d_V = 390 \, [\mu m]$. $w_0 = 488 \, [\mu m]$, $Z_0 = 0.936$. Find retrograde motion. On the other hand, if the background beam size, rather than $d_V$, is reduced, the amplitude gradient of the background beam may dominate the amplitude gradient of the neighboring vortex, resulting in no backward rotation effect. Indeed this suggested effect is observed in Fig. 4.14(c) for the case $w_0 = 488 \, [\mu m]$, $d_V/w_V = 2.40$, and $w_V = 57 \, [\mu m]$. Note that Figs. 4.14(a-c) show actual data points, not smoothed curves. The noise in the data for large values of $z$ is a numerical artifact attributed to the uncertainty of the vortex position.

In each of the cases shown in Figs. 4.14(a-c), the initial rate of vortex filament rotation, $\Omega(z = 0)$, exceeds that occurring for r-vortices (Eq. 4.21), e.g. by two orders of magnitude in (a). We performed numerical simulations for OV pair propagation with varying values of the beam size, $w_0$, initial vortex pair separation, $d_V$, and initial vortex size, $w_V$. We measured the initial rate of rotation, $\Omega(z = 0)$, for each of those
Fig. 4.16: Initial rate of vortex filament pair rotation $\Omega(z = 0)$ is plotted for different separation distances, $d_V$, and background beam sizes, $w_0$. Dashed lines show theoretical curves from Eq. (4.28) with no adjustable parameters. Note: Fig. 4.14 indicates that $\Omega(z = 0)$ is the same for both linear and nonlinear propagation.
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This data, plotted in Fig. 4.16, suggests that this rate is not simply determined by the phase the neighboring vortex, as expressed in Eq. (4.20), but that it also depends on the beam and vortex sizes, \( w_0 \) and \( w_V \). (Note that the initial Gouy rates correspond to the values on the ordinate in Fig. 4.16.) If the rotation rate were independent of \( w_V \) these graphs would be linear. In Fig. 4.16 we can see how the initial overlap of vortex cores causes the departure from linear dependence for smaller values of \( d_V \) (on the right hand side of the graph). The rightmost point on the graph corresponds to the case where \( d_V \sim 2w_V \).

We suggest corrections owing to amplitude gradients of both the background Gaussian beam and the neighboring vortex filament, which we evaluate at a vortex core:

\[
\left| \nabla_\perp (A(r, z = 0)G_{BG}(r, z = 0)) \right|_{r = d_V/2} =
2A(r, z = 0)G_{BG}(r, z = 0) \left[ \frac{r}{w_0^2} + \frac{1}{w_V \sinh \left( \frac{r + d_V/2}{w_V} \right)} \right]_{r = d_V/2}.
\] (4.27)

Applying the same method used to obtain Eq. (4.14), we determine a correction to Eq. (4.20), \( \Omega'(z = 0) \), such that the initial rotation rate for vortex filaments may be written:

\[
\Omega_{\text{tanh}}(z = 0) = \Omega_d + \Omega'(z = 0) = \frac{\lambda}{\pi} \left[ \frac{1}{d_V} + \frac{1}{w_0} - \frac{2}{d_V w_V \sinh \left( \frac{2d_V}{w_V} \right)} \right].
\] (4.28)

The dashed lines in Fig. 4.16 show that the theoretical curves from Eq. (4.28) agree remarkably well with the numerical data (no adjustable parameters have been used).

Case 4. In self-defocusing nonlinear media, vortices may propagate as solitons, and hence, the problems with diffracting vortex filaments (discussed in Case 3), may
be avoided, thereby allowing anomalously large vortex rotation angles. The core size of an optical vortex soliton is approximately given by\(^{7,78}\)

\[
w_{OVS} = 1.270 \times 10^{-1} \left( n_0 / \Delta n_{NL} \right)^{-1/2},
\]

where \(\Delta n_{NL} = -n_2 E_0^2 / 2\) is a characteristic change of refractive index, \(n_2\) is the coefficient of nonlinearity \((n_2 < 0)\), and \(n_0\) is the linear refractive index. For an OVS with \(w_{OVS} = 57 \, \mu m\), the intensity of the beam must be adjusted to obtain a nonlinear index change of \(\Delta n = 8.0 \times 10^{-6}\) (assuming \(\lambda = 800 \, [nm]\) and \(n_0 = 1\)). Although this value can be achieved in some materials, the propagation distances required to observe the rotations can be large (by optical material standards): on the order of \(4\pi w_{OVS}^2 / \lambda\), or at least \(5 \, [cm]\). Shorter optical path lengths require not only larger values of \(\Delta n\), but also a precise means of creating closely spaced vortices having small cores. Fortunately, numerical simulations do not suffer from these restrictions, and we can investigate a variety of configurations to determine which may be most suitable for experiments.

Let us now examine the nonlinear propagation dynamics of OVS’s, assuming the same initial field used in Case 3 for vortex filaments. The resulting intensity profiles are shown in Figs. 4.17(a-c) for three different near-field propagation distances for the case \(w_0 = 1464 \, [\mu m]\), \(d_{V} / w_{V} = 2.40\), and \(w_{V} = 57 \, [\mu m]\). The intensity profile after propagating a distance \(z / Z_0 = 0.01\) into the self-defocusing material is depicted in Fig. 4.17(b), showing a rotation angle roughly two orders of magnitude larger than the Gouy phase at this distance. What is more, Figs. 4.17(c) and (d) demonstrate that rotation angles of \(180^\circ\) and more are possible. This result significantly exceeds the \(90^\circ\) limit of the Gouy phase described by Eq. (4.4). The vortices not only rotate, but also move radially outward as the beam propagates. This apparent repulsion is
Fig. 4.17: Propagation of a pair optical vortex solitons of charge $m = +1$, with initial conditions (a): $d_V = 137 \, [\mu m]$, $w_V = 57 \, [\mu m]$, $w_0 = 1464 \, [\mu m]$. A large clockwise rotation is evident over a short distance in (b), with a rotation angle exceeding $180^\circ$ demonstrated in (c). The projections of vortex trajectories onto the transverse plane are shown in (d), where diamonds mark propagation intervals of $\Delta z = Z_0/50$. Logarithmic gray-scale palettes are normalized to maximum intensities of each image.
driven by the amplitude and phase profiles of the background beam, which expands
due to the self-defocusing and diffraction. The resulting trajectory is a spiral shape,
shown in Figs. 4.17(d). Rotation angle plots for different values of initial soliton
separation, \( d_V \), and Gaussian beam size, \( w_0 \) are given in Figs. reffig:dall and 4.19,
respectively.

We note that in Fig. 4.17(c) the amplitude profile of the background beam
appears relatively uniform, which is characteristic of “optical blooming” of a Gaussian
laser beam in self-defocusing media. However, the intensity in the region near the
vortices is non-uniform, and hence, in a nonlinear medium, the nonlinear component
of the phase, \( n_2 I k z \), will also be non-uniform. Let us examine how this nonlinear
phase component affects the motion of a vortex. Let us assume the vortex on the
right-hand side of Fig. 4.17(c) resides in a non-uniform background field, \( G \). The
amplitude gradient may not only oppose the rotation in the \( m \vec{k} \times \vec{\nabla} G \) direction, as
discussed in Sec. 4.4, but also contribute to a translation, owing to the nonlinear term
in the phase: \( m \theta + \Phi - k z (1 + (n_2/n_0)|G|^2) \), i.e., \( \Phi_{NL} = -(n_2/n_0)|G|^2 k z \). Based on the
fluid paradigm (see Sec. 4.4) the nonlinear contribution to the transverse momentum
of the vortex should be given by

\[
\vec{k}^{(NL)}_{\perp} = -\vec{\nabla}_{\perp} \Phi_{NL} = +(k z n_2/n_0) \vec{\nabla}_{\perp} |G|^2,
\]

when evaluated at the vortex core. In self-defocusing media, \( n_2 < 0 \), and thus, the
right-hand vortex in Fig. 4.17(c) (which experiences a positive gradient owing to
the vortex on the left) should be attracted to the neighboring vortex. Thus, in a
nonlinear medium, vortices (of any sign or charge) experience attraction, in addition
to motions governed by the linear part of the system. Owing to the rotational motion
of the vortices, and the nonlinear attraction, stable orbits may be possible. Numerical
Fig. 4.18: Propagation of a pair of OVS's in a Gaussian beam through self-defocusing nonlinear media for different values of initial separation, $d_V$. A: $d_V = 137 \text{ [\mu m]}$, B: $d_V = 166 \text{ [\mu m]}$, C: $d_V = 205 \text{ [\mu m]}$, D: $d_V = 244 \text{ [\mu m]}$. $w_0 = 488 \text{ [\mu m]}$, $Z_0 = 0.936$, $w_V = 57 \text{ [\mu m]}$. 
Fig. 4.19: Propagation of a pair of OVS’s in a Gaussian beam through self-defocusing nonlinear media for different sizes of the background Gaussian beam, $w_0$. $w_V = 57 [\mu m]$.

Initial separation $d_V = 166 \mu m$. A: $w_0 = 244 [\mu m]$, B: $w_0 = 488 [\mu m]$, C: $w_0 = 732 [\mu m]$, D: $w_0 = 976 [\mu m]$, E: $w_0 = 1464 [\mu m]$, F: $w_0 = 1952 [\mu m]$, G: $w_0 = 2440 [\mu m]$, H: plane wave ($w_0 \to \infty$).
investigations confirm such orbital motion. In Fig. 4.20 we show the angle of rotation, $\phi_V$, for a pair of OVS's on a plane wave background. This plot shows rotation over more than $360^\circ$.

Though nonlinear effects complicate the description of OVS rotation, we propose that an experiment could achieve results similar to the numerical results shown in Fig. 4.14(a), achieving rotation angles in excess of the Gouy limit of $90^\circ$ (see the curved marked “Nonlinear”). It is also possible to observed the opposite effect, namely less rotation in the nonlinear case compared to the linear case, as numerical calculations indicate in Fig. 4.14(b). This somewhat anomalous effect may have already been observed in by Luther-Davies et al.\textsuperscript{,142} however, in that case OVS’s were probably not achieved, owing to the use of a short focal length lens in front of the nonlinear cell (also, the focusing of the beam results in the observation of the far-field profiles at the output face of the cell, while most of the dynamics discussed above happen in the
near-field). In the far-field, angle of rotation is expected to be greater in the linear case (compared to the nonlinear case) when the vortex separation, $d_V$ is comparable to the diameter of the Gaussian beam, $2w_0$. In this situation the fluid-like behavior is not prevalent and the vortex rotation will be driven by the amplitude gradient of the background beam, which is reduced in the nonlinear case owing to self-defocusing blooming.

Another effect that may be experimentally confirmed occurs when the beam size is made small. In this case we expect from our numerical results, in Fig. 4.14(c), that it is possible to enhance the rotation angle (by a factor of two in this case) in a nonlinear medium, but still not exceed $90^\circ$ in the near-field region. An experimental observation of this phenomenon is presented in Section 5.3.

## 4.6 Conclusions

We have examined three factors affecting the motion of optical vortices: an amplitude gradient, a phase gradient, and a nonlinear factor depending on the intensity gradient. We found how the former two factors qualitatively and quantitatively describe the initial rotation rates observed in our numerical investigations. We found contrasting differences between the trajectories for r-vortices having globally distributed core functions, and vortex filaments having localized core functions when the beam propagates through a linear medium. In particular, identical localized vortices with non-overlapping cores were found to orbit each other at a rate that depends inversely on the squared vortex separation distance. This latter phenomenon is analogous to the rotation of point vortices in fluid dynamics. In a linear medium vortices diffract, becoming non-localized, and hence, the maximum rotation angle of the vortex pair
is limited. However, in a self-defocusing medium, the vortices may propagate as non-diffracting optical vortex solitons, and thus, anomalously large rotation angles may be achieved. What is more, stable orbits may be possible, owing to an attractive nonlinear interaction between overlapping optical vortex solitons.
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5.1 Introduction

Earlier in Chapter 4 we described the fluid-like behavior of small-core optical vortices. In particular, two experimentally verifiable phenomena were emphasized. Pairs of small-core OV’s are expected to exhibit initial rotation rates proportional to the inverse square of vortex separation, $d_v$. These rates may be orders of magnitude higher than those previously measured for large-core vortices. We report the first experimental observation of this effect in Section 5.2 of this Chapter. In linear media the initial fluid-like behavior is not sustained upon propagation owing to diffractive effects of vortex cores. However, in self-defocusing nonlinear media we expect the high initial rotation rates to be sustained for longer propagation distances. This may result in the enhancement of the net rotation angle of the vortex pair in nonlinear media, compared to linear. We report the first experimental observation of this phenomena in Section 5.3.
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5.2 Experimental Observation of Fluid-like Motion of Optical Vortices in Linear Media

It is well known that two identical vortex filaments in an incompressible inviscid fluid orbit each other at a rate inversely proportional to the orbital area\(^ {86-88,183}\) owing to an effective interaction manifested in the flow field (see Appendix A). On the other hand, it has been shown analytically\(^ {57}\) and experimentally\(^ {56}\) that optical vortices (OV’s) in a propagating beam having a Gaussian intensity profile exhibit rotation rates that are independent of the separation distance. This contrast seems to suggest that fluid-like effective interactions between OV’s do not occur. However, both the fluid flow and the diffraction of light may be described using potential theory, and one may expect similar phenomena to occur in both systems, as explained above in Section 4.4. Here we describe the first experimental observation of an effective interaction between identical OV filaments, showing that over short propagation distances (i.e., before the vortices diffract and overlap), the rotation rate indeed varies inversely with the squared distance of separation.

We consider an initial field of the form given in Eq. (4.22) with \(M = 2\), \(m_1 = m_2 = 1\) and the vortices having initially small-core profiles, i.e. \(A_j(r_j, z = 0) = \tanh(r_j/w_V)\). The vortex pair is placed so that its center coincides with the center of the Gaussian beam. The intensity and phase profiles of this field are depicted in Fig. 5.1 (a) and (b), respectively. We are primarily interested in so-called vortex filaments (or quasi-point vortices) which are characterized by a vanishing core size in the initial plane. Point vortices exist in the theoretical limit as \(w_V \to 0\), although they are not physical because the beam would contain infinite transverse momentum.
Fig. 5.1: (a) Intensity (log gray-scale) and (b) phase (linear gray-scale) profiles depicting two vortices of radial size $w_V$ and separation $d_V$ in the cross-section of a Gaussian beam of size $w_0$. The topological charge for each vortex is $m = 1$, resulting in a counter-clockwise phase circulation (b). A line plot of the intensity along the $x$-axis is shown in (a).
The paraxial approximation is assumed, i.e. \( w_0 \gg w_V \gg \lambda \).

Let us consider the propagation dynamics of the initial beam describe above as it evolves along the optical axis in the laboratory reference frame. A fluid-like description of the “flow” of photons may be heuristically understood using a ray optics model. (This approach is justified for the initial propagation of point vortices on a uniform background field, because the beam contains only phase information\(^{85}\)). By using this method in Section 4.4, we found that the initial rate of rotation of the vortex pair shown in Fig. 5.1 is given by the following (see Eq. (4.21)):

\[
\Omega_V = \frac{\Delta \phi_V}{\Delta z} = -\frac{\lambda}{\pi d_V^2} = -\frac{1}{Z_V},
\]

where \( \Delta \phi_V \) is the angular displacement of the vortices from their initial position, \( d_V \) is the initial vortex separation distance and \( Z_V = \pi d_V^2 / \lambda \) is the characteristic diffraction distance for the pair. Diffraction may be expected to significantly affect this rate after a propagation distance \( \Delta z \approx Z_V \), and thus, Eq. (5.1) accounts for rotation angles up to roughly one radian. Thus, we believe the analogy between optical and hydrodynamic vortex filaments is justified over short propagation distances.

In contrast, “conventional” optical vortices\(^{46,184}\) have a core function, \( A_j(r_j) = r_j/w_r \), where \( w_r \) is a parameter characterizing the slope of the vortex core, but not the size; rather, the size is on the order of the background beam size. The propagation dynamics for such a large core function is significantly different from that of a quasi-point vortex. For an arbitrary number and placement of identical conventional vortices on a Gaussian background field, the rotation rate depends only on the size of the background beam:

\[
\Omega_G = -\frac{d\phi_G}{dz} = -[1 + (z/Z_0)^2]^{-1} Z_0^{-1},
\]

(5.2)
where $Z_0 = \pi w_0^2 / \lambda$ is the characteristic diffraction length of the Gaussian background beam, and $\phi_G(z) = \arctan(z/Z_0)$. On the other hand, the angular velocity for a point vortex pair may initially be many orders of magnitude larger than Eq. (5.2) by a factor of $\phi_V / \phi_G = Z_0 / Z_V = (w_0 / d_V)^2$, assuming $d_V \ll w_0$. What is more, we point out that conventional vortices do not exhibit circular motion, but rather parallel rectilinear motion, owing to a $z$-dependence of the separation distance. By induction, we conclude that only small core OV’s exhibit fluid-like propagation dynamics.

To investigate the spiral trajectory of optical vortex filaments, we produced computer-generated holograms of two small-core vortices. Holograms having a grating period of 120 [\mu m] were recorded onto acetate sheets using a Linotronic laser printer with a 5080 dot/inch resolution. The holographic image of the vortex pair was initially reconstructed with a 34 [mm] diameter collimated single frequency Argon ion laser beam of wavelength 514 [\mu m]. The first order diffracted beam containing the vortex pair was spatially filtered with a 310 [mm] focal length achromatic lens, $L_1$, and a 400 [\mu m] diameter pinhole, $P$, as shown in Fig. 5.2. A second lens, $L_2$, of focal length 63 [mm], was used to re-collimate and reduce the beam to a size $w_0 = 3.5$ [mm]. In the image plane (where we set $z = 0$), we measured the vortex size to be $w_V = 60$ [\mu m]. The vortex separation distance was measured to range from $d_V \approx 100$ to 250 [\mu m] for different holograms. For the cases $d_V > 120$ [\mu m], the pair of vortex cores did not significantly overlap, i.e., they satisfied the quasi-point vortex condition: $2w_V < d_V \ll w_0$.

Cross-sectional intensity profiles were recorded at various propagation distances (see for example Fig. 5.3(a-c)) by translating an assembly containing a microscope
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Fig. 5.2: Experimental setup: (Ar) - single frequency Argon ion laser $\lambda = 514$ [nm]; $B_1, B_2$ - beam splitters; (C) - CCD camera; (CGH) - computer generated hologram (inset shows central region) with incident collimated beam of diameter 34 [mm]; ($L_1, L_2$) - lenses with focal lengths, $f_1 = 310$ [mm], $f_2 = 63$ [mm], respectively; ($L_3$) - microscope objective (N.A. = 0.25); ($M_1, M_2$) - mirrors; (Mac) - Macintosh IIfx computer and framegrabber; (P) - diameter pinhole; (S) - shutter; (TS) - translation stage aligned with the optical axis, $z$. 
objective (L₃) and a CCD camera. The corresponding interferograms, shown in Fig. 5.3(d-f) and displaying the unique forking pattern of two singly charged vortices, were obtained by opening a shutter (S) along the reference arm of a Mach-Zehnder interferometer. Relative positions of the vortices were obtained from the recorded profiles, which allowed us to determine the angular position, φᵥ, and the separation distance at various propagation distances, z, from the image plane. By roughly aligning the axis of the translation stage with the optical axis of the beam, the vortices appeared to move about a common axis; although measurements of the absolute positions of the vortices would be needed to verify this.

Initial rotation rates at z = 0, shown in Fig. 5.4, are in good agreement with the values predicted by Eq. (5.1) for \( dᵥ > 2wᵥ \), as expected. An example of the varying rotation angle for the case \( dᵥ = 105 \pm 9 [\mu m] \) is plotted in Fig. 5.5, which shows a peak rotation at \( z \approx Zᵥ = 6.7 [cm] \), and rotation angles spanning 40° over a range of 11 [cm]. In Fig. 5.6 we show the evolution of the separation distance, \( dᵥ \), for the same case (initial \( dᵥ = 105 \pm 9 [\mu m] \)). From these two graphs we were able to determine the relative vortex trajectories shown in Fig. 5.7, assuming a stationary axis of motion for the vortices. The trajectories for three different values of \( dᵥ \), indicate that the initial orbital motion of the vortex cores is followed by a repulsion from the center. The peak rotation angles experienced in these cases were two orders of magnitude larger than the angular position, \( φᵥ \), for conventional vortices, and thus, the observed effect may be solely attributed to the effective vortex-vortex interaction.

The departure from circular motion seen in Fig. 5.7, and the decelerated rotation rate seen in Fig. 5.5, is attributed to radiation from the diffracting vortex cores for \(|z| > Zᵥ\). The surprising decrease in the value of \( |φᵥ| \) after reaching a peak value, as
Fig. 5.3: Intensity (a)-(c) and interference (d)-(f) profiles of vortices of initial size, $w_V \approx 60$ [\mu m], at different propagation distances (camera view). The vortices rotate clockwise for increasing values of $z$, as expected for positive topological charges.
Fig. 5.4: Experimental (points) and theoretical (curves) initial rotation rates, $|\Omega(z = 0)| = |d\phi_V/dz|_{z=0}$, as a function of separation distance, $d_V$. The dashed line represents the rate for point vortices (from Eq. (5.1)), while the gray curve is predicted from Eq. (5.3), assuming $w_V = 60 \, [\mu m]$. 
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Fig. 5.5: Angular position of a vortex undergoing pair-wise rotation as a function of propagation distance, $z$, for an initial vortex separation distance, $d_V = 105 \pm 9 \, [\mu m]$ ($Z_V = 67 \, [mm]$). The orbit is initially clockwise ($\Omega_V(z = 0) < 0$).
Fig. 5.6: Vortex pair separation, \( d_V \), as a function of propagation distance, \( z \), for a pair of vortices initially separated by \( d_V = 105 \pm 9 \, [\mu m] \) (\( Z_V = 67 \, [\text{mm}] \)).
Fig. 5.7: Trajectories of vortex pairs in the transverse plane for initial separation distances, $d_V$, of $105 \pm 9 \, [\mu m]$ (circles), $195 \pm 17 \, [\mu m]$ (squares), $249 \pm 21 \, [\mu m]$ (triangles). A common axis of motion has been assumed for the data.

seen in Fig. 5.5, may be understood by considering the effect of the amplitude gradient on the vortex trajectory. Once the vortex cores begin to overlap, the non-uniform background field affects the vortex motion, and the rotation rate is estimated by

$$|\Omega_{\text{tanh}}(z = 0)| = (\lambda/\pi)[d_V^2 + w_0^2 - 2/d_V w_V \sinh(2d_V/w_V)]$$

for $z \approx 0$.

The vortex size, $w_V$, increases with propagation distance owing to diffraction, and thus, Eq. (5.3) accounts for a decrease in the rotation rate in the vicinity of $|z| \approx Z_V$. To obtain accurate results, however, numerical solutions of the scalar diffraction equation are necessary. On the other hand, the effects of diffraction may be avoided by propagating the beam through a self-defocusing nonlinear refractive medium, where the vortices propagate as optical vortex solitons. In the latter case, numerical solutions demonstrate that rotation angles exceeding $2\pi$ may be achieved.
5.3 Experimental Observation of Enhanced Rotation of Optical Vortex Solitons

In the previous Section we observed the fluid-like rotation of small-core optical vortices in linear media.\textsuperscript{85,90} The high initial rotation rates were not sustained upon propagation owing to the diffraction and overlap of vortex cores. In Chapter 4 we showed that in self-defocusing media these rotation rates are expected to be sustained for longer propagation distances\textsuperscript{85} resulting in the enhancement of the net rotation angle, $\phi_V$. This Section describes the first experimental observation of this nonlinear enhancement effect.\textsuperscript{91,92}

We consider the initial situation identical to the one treated in Section 5.2 and depicted in Fig. 5.1 - two unit-charge small-core vortices placed symmetrically with respect to the center of the background Gaussian beam

$$E(r, \theta, z = 0) = E_0 \exp(-r^2/w_0^2) \prod_{j=1}^{2} A_j(r_j, z = 0) \exp(i\theta_j), \quad (5.4)$$

where $A_j(r_j, z = 0)$ is the initial amplitude function of the vortex core. The vortices are initially located at $(R_1, \Theta_1)$ and $(R_2, \Theta_2)$, where $R_1 = R_2 = d_V/2$ and $\Theta_1 = \Theta_2$.

In a self-defocusing Kerr material having a nonlinear coefficient, $n_2 < 0$, OVS’s may form\textsuperscript{7} (see Chapter 4). In the ideal case of plane-wave background ($w_0 \to \infty$) the cores do not radiate upon propagation and are stationary:

$$A_j(r_j, z) = \tanh(r_j/w_V), \quad (5.5)$$

where, $w_V \approx 1.270k^{-1}(n_0/\Delta n)^{1/2}$, is the soliton size, $\Delta n = -n_2E_0^2$, is the characteristic nonlinear refractive index change, $n_0$ is the linear refractive index, and $k = 2\pi n_0/\lambda$ is the wavenumber. In practice, the finite Gaussian background field experiences op-
tical blooming, and thus, the vortex cores may adiabatically expand as the beam propagates. If the initial core size is greater (smaller) than the soliton size, it may contract (expand) until a quasi-steady-state, i.e. adiabatic expansion, is reached.

By varying the beam power and observing the vortex cores at the output face of nonlinear cell, one may examine the change in vortex core sizes. When the core diameters become smaller than the vortex separation distance (i.e., $2w_V < d_V$), the cores are expected to propagate as vortex filaments. Hence, as the beam power increases, we also expect to see the vortices rotate at the output face. Luther-Davies \textit{et al.}\textsuperscript{142} observed that when the vortex separation is of the same order of magnitude as the size of the Gaussian background beam ($w_0 \sim d_V$), the vortex rotation angle decreases with increasing power. In this regime, the fluid-like behavior is not exhibited and the vortex rotation is driven by the background beam amplitude and phase profile, which are flattened by nonlinearity of the media. To examine the opposite case of a nonlinear enhancement of the rotation angle, we produced a computer-generated hologram (CGH)\textsuperscript{16,52} of closely-spaced vortices: $w_0 >> d_V$. Two holograms were made and then re-recorded onto DuPont\textsuperscript{TM} photopolymer film HRF-150X001-38\textsuperscript{*} at a fringe spacing of roughly $1 \mu m$ to achieve a high efficiency, high damage threshold phase hologram. The core size in the plane of the hologram was measured to be $w_V = 30 \pm 5 \mu m$ for vortices separated by $d_V = 135 \pm 4 \mu m$, and $w_V = 45 \pm 5 \mu m$ for vortices separated by $d_V = 84 \pm 4 \mu m$.

A schematic of the optical system is shown in Fig. 5.8. An Argon ion laser beam ($\lambda = 0.514 \text{[mm]}, P \approx 6 \text{[W]}, w_0 = 1 \text{[mm]}$) is directed through a beam-splitter (BS\textsubscript{1}) and hologram (H) and into a vertically aligned glass cell of length, $l_c = 290 \text{[mm]}$.

\textsuperscript{*} See Section 3.5 for the description of the recording process.
Fig. 5.8: Experimental setup: Ar - argon ion laser ($\lambda = 514 \text{ [nm]}$), HRF - photopolymer hologram recording of a pair of small-core vortices, $M_1$ and $M_2$ - mirrors, C - vertical glass cell of length $l_c = 29 \text{ [cm]}$ filled with weakly absorbing nonlinear liquid (dyed methanol), $L_1$, $L_2$ - lenses of focal distance $f = 50 \text{ [mm]}$, CCD - CCD camera and frame grabber, $S_1$, $S_2$ - shutters.
containing a self-defocusing material - nigrosin dye dissolved in methanol \((n_0 = 1.33)\) with an absorption coefficient, \(\alpha^{-1} = 418 \text{[mm]}\). The distance between the hologram and the input face of the cell was measured to be \(l_{air} = 230 \text{[mm]}\), resulting in the net optical path \(l_{net} = l_{air} + n_0 l_c = 616 \text{[mm]}\). The output face of the cell was imaged with a lens \((L_1)\) onto a camera (CCD). The beam-splitters were arranged to form a Mach-Zehnder interferometer, which allowed us to identify the center of the vortex cores. The laser provided non-uniform heating of the liquid, and a steady-state image appeared on the camera after roughly 3 \([s]\). The shutter, \(S_1\), was closed between experiments to allow the methanol to return to thermal equilibrium.

The recorded intensity profiles and corresponding interferograms are shown in Fig. 5.9 at four different values of the beam power at the input face of the cell. In the low-power regime (see Fig. 5.9 (a) and (e)) the vortices at the output face have an angular displacement of \((\phi_V = 29^\circ\) from their initial alignment \((\Theta_0 = -11.5^\circ\) with respect to the \(x\)-axis) in the plane of the hologram, owing to linear vortex propagation dynamics.\(^{90}\) Note that the vortices are unresolvable in Fig. 5.9 (a) owing to the diffraction of the vortices over the distance, \(l_{net}\). As the laser power is increased to 0.4 \([W]\), the vortex cores contract, as expected, and become resolvable owing to nonlinear refraction, as shown in Fig. 5.9 (b). At even higher powers the vortex axes appear to tilt away from the optical axis, owing to torsion,\(^{181}\) and thus the cores become elliptical. This effect may be attributed to optically blooming of the background beam and radiated waves from the vortex cores. Even in this regime, however, the vortex cores remain resolvable and the interferograms allow us to clearly

---

\(^1\) The absorption coefficient, \(\alpha\), was matched to achieve 50% absorption through the length of the nonlinear cell, \(l_c\): \(\exp(-\alpha l_c) = 0.5\)
Fig. 5.9: Output intensity profiles for various values of incident power, $P_0$: (a) $0.01$ [W], (b) $0.4$ [W], (c) $1.9$ [W], (d) $2.5$ [W]. (e)-(h) - interference patterns corresponding to (a)-(d) intensity profiles.
Fig. 5.10: Angular displacement of the vortex pair (measured at the output face of the cell), \( \phi_V \), plotted vs. incident power, \( P_0 \) for two values of initial vortex pair separations \( d_V = 84 \pm 4 \text{[um]} \) and \( 135 \pm 4 \text{[um]} \).

The power-dependent angular displacement is plotted in Fig. 5.10 for holograms having different vortex separation distances (\( d_V \ll w_0 \) in both cases). As expected, the vortex rotation initially increases as the power increases and then saturates (at \( P_0 \approx 0.8 \text{[W]} \)), once the vortex cores cease to overlap. We attribute this phenomenon to the fluid-like interaction of vortices with shrinking cores. The same characteristic saturated dependence was obtained in numerical simulations for a pair of vortices in ideal Kerr medium, shown in Fig. 5.11. Surprisingly, in our experiment for the case of \( d_V = 135 \text{[um]} \), the saturation gives way to a second regime of rotational enhancement (see Fig. 5.10). We attribute this increase to the complex phase and intensity profile at the center of the beam which occurs at \( P_0 > 1\text{[W]} \) (see the description of high-power...
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Fig. 5.11: Numerical results for angular displacement of the vortex pair, \( \phi_V \), plotted vs. the characteristic nonlinear refractive index change. Numerical simulations performed for ideal Kerr media, \( d_V = 135 \, [\mu m] \), \( w_V = 30 \, [\mu m] \).

In Fig. 5.12 we show the transverse trajectory of the \( d_V = 135 \, [\mu m] \) vortex pair, measured at the output face of the cell.

For \( d_V = 135 \, [\mu m] \) case the maximum measured angular displacement is \( 106 \pm 3^\circ \), which is about 3.5 times greater than the linear angular displacement (\( 30^\circ \)). We also note that \( 106^\circ \) exceeds the \( 90^\circ \) Gouy shift\(^{60,61} \) - a fundamental limit for vortex pair rotation in linear medium. For comparison if a pair of large-core vortices were to propagate in linear media\(^{56,57} \) over the same distance \( (l_c + l_{air}) \), one could expect the angular displacement \( \phi_V \approx 5^\circ \). For the case of \( d_V = 85 \, [\mu m] \) we observe the maximum angular displacement of \( 77 \pm 3^\circ \). At high powers a bright overshooting ring containing the vortex pair is formed at the center of the beam. The central overshooting ring is surrounded by low intensity area and a bright peripheral ring, which contains most of
Fig. 5.12: Vortex trajectories at the output face of the cell for the vortex pair with $d_V = 135 \pm 4 \, [\mu m]$ initial separation.
Fig. 5.13: Transverse output intensity profile of a beam with an "overshooting ring" at input power, $P_0 = 0.54$ [W]. The line plot intensity is measured along the dashed line going through vortex centers.

The intensity in the beam (see Fig. 5.13). It was impossible to increase significantly the intensity at the center by increasing the power of the input beam, since the nonlinear blooming of the beam directed the light to the outer peripheral ring.

We also investigated transient effects by closing the shutter $S_2$ for a long time and opening it. The following transient dynamics was observed in nonlinear regime ($P_0 > 0.5$ [W]): at the output face of the cell the angular displacement, $\phi_V$, initially equal to the linear regime value ($\approx 30^\circ$), increased up to $\approx 90^\circ$ for a characteristic time $t_1 \approx 0.03$ [s] and rapidly decreased into a steady-state value. The entire beam reached the steady-state after a characteristic time of an order of $t_2 \approx 3$ [s].

The rotation of a pair of optical vortices in a weakly absorbing liquid may be affected both by the nonlinearity of the liquid and the fluid-like effective interaction\textsuperscript{85,90} between vortices. The fluid-like phenomenon is exhibited in regimes with
$2w_V < d_V \ll 2w_0$. It was previously shown in Section 4.4 (see Eq. (4.20)) that this phenomenon results in an initial vortex rotation angular rate

$$\Omega_V(z = 0) \equiv \Delta \phi_V / \Delta z = \lambda / (\pi d_V^2),$$

(5.6)

where $\Omega_V(z = 0)$ is the initial angular rotation rate in the transverse plane, $\phi_V$ is the angular displacement of the vortex pair and $\lambda$ is the wavelength. The fluid-like effect may be reduced and completely destroyed by the overlap of the vortex cores. At high intensities the defocusing nonlinearity of the medium may counter the diffraction of vortex cores resulting in sustained fluid-like behavior throughout the medium. On the other hand, heat diffusion may limit the minimum size of the vortex core and introduce transient dynamics into the system. It may also cause higher-order effects, e.g. highly asymmetric vortex core profiles and instability at high powers. Let us first examine the transient effects and then consider the steady-state situation. Consider the experimental setup shown on Fig. 5.8. The instant the power is turned on (before a significant amount of energy is absorbed in the cell) the light propagation regime is linear. Upon propagation the vortex cores will diffract and overlap. Nevertheless, at the output face of the cell we expect some fluid-like rotation due to initially small vortex cores. As the energy is absorbed by the liquid a temperature distribution, $T(r, \theta, z)$, is imposed inside the cell. The temperature dynamics in the liquid can be described by the heat equation:

$$\frac{dT}{dt} = D\nabla^2 T + \frac{I(r, \theta, z)\alpha}{c_p\rho},$$

(5.7)

where $t$ is time, $D$ is the heat diffusion coefficient, $I$ is the intensity, $\alpha$ is the absorption coefficient, $c_p$ is the heat capacity and $\rho$ is the density of the liquid. Initially, while the temperature is uniform, the heat diffusion term, $\nabla^2 T$, is negligible and the medium
behavior is similar to an ideal Kerr medium. As the heat is absorbed, the nonlinearity increases, causing the shrinking of the propagating vortex cores and enhanced fluid-like rotation is exhibited. At this moment the vortex pair rotation angle at the output face of the cell will reach its maximum. Eventually, however, the temperature distribution established across the vortices will give rise to heat diffusion, expanding the vortex cores and, therefore, reducing the fluid-like rotation. We estimate the characteristic time after which the heat diffusion becomes important\textsuperscript{108} to be equal to $t_1 \approx w_V^2/4D$, where $w_V$ is the size of the vortex at the input face of the cell. After characteristic time $t_2 \approx w_0^2/4D$ we expect the system to reach the steady state. For our system ($D \approx 10^{-7}[m^2/s]$, $w_V \approx 100[\mu m]$, $w_0 \approx 1000$) $t_1 \approx 0.025$ [s] and $t_2 \approx 2.5$ [s], which is close to the values observed in the experiment ($t_1^{exp} \approx 0.03$ [s] and $t_2^{exp} \approx 3$ [s]). The size of the vortices and the vortex separation after $t_2$ will determine how pronounced the hydrodynamic effect is in the steady state. To maximize nonlinear rotation enhancement for a soliton pair the initial separation distance, $d_V$, has to be small enough for the fluid-like behavior to be exhibited. However, if $d_V$ is too small the vortex cores may overlap resulting in smaller or non-existent rotation enhancement.

\subsection*{5.4 Conclusions}

In Section 5.2 we described an experiment in linear medium which showed a pair of unit-charge vortex filaments rotates at an initial rate that increases inversely with the squared distance of separation. This phenomenon is analogous to the rotation of point vortices in a fluid. Furthermore, the initially large rotation rate, which was two orders of magnitude larger than predicted for conventional optical vortices, was observed to decrease and even reverse sign once the vortex cores overlapped. Con-
control over the initial conditions provided by computer generated holography and high resolution laser printer technology makes the observation of this linear optical effect possible, and opens rich opportunities to explore other topological vortex phenomena such as turbulence and chaos\textsuperscript{129} using linear and nonlinear optics as a testing ground. In Section 5.3 we described an experiment in nonlinear media resulting in an enhancement of vortex pair rotation angle of 3.5 times in nonlinear regime (compared to linear). We also observed the net rotation angle exceeding the 90° Gouy shift. This experiment can be viewed as a proof of principle of the possibility of dynamic optical interconnections through the control of waveguides induced in nonlinear medium.
6. OTHER TOPICS IN VORTEX PROPAGATION

6.1 Introduction

This chapter presents two numerical studies of vortex propagation in ideal self-defocusing Kerr media. Section 6.2 describes the propagation of vortices in background fields with periodic modulation. The motion of anisotropic vortices which exhibit torsion effects is explored in Section 6.3. These results presented in this Chapter are preliminary and the research on the aforementioned subjects should be continued. Further studies may reveal the possibility of controlling vortex motion by periodic background or anisotropy of the vortex itself.

6.2 Periodic Background Influence on Vortex Behavior

The object of this investigation is to explore the means controlling vortex propagation by modulating the background field. We hoped that periodic background fields will, upon propagation, force vortices to move along stable closed orbits in the transverse plane. On the other hand, the symmetry breaking due to the topological defect of the vortex may give rise to chaotic behavior. We chose a plane wave background field with periodic phase modulation along one axis propagating in ideal self-defocusing Kerr media for our numerical experiment.

Consider an initial field of the form given in Eq. (4.1) with a tanh-vortex
(Eq. (4.2)) on a uniform amplitude background with sinusoidal phase modulation along the $x$-axis:

\[
G_{BG}(x, y, z = 0) = A_0 \exp[i\Phi_{BG}(x, y, z = 0)]
\]

\[
\Phi_{BG}(x, y, z = 0) = [1 + \beta \sin(2\pi x/\Lambda)]\Phi_0
\]  

(6.1)

where $G_{BG}$ is the background field envelope, $\Phi_{BG}$ and $A_0$ are the initial field phase and constant amplitude, respectively, $\beta$ is the phase modulation factor, $\Lambda$ is the modulation period in along the $x$-axis, and $\Phi_0$ is a constant phase factor. To prevent vortex diffraction upon propagation, self-defocusing nonlinear media was modeled. The size of the vortex was matched to the nonlinearity of the media in an attempt to create an optical vortex soliton and, therefore, reduce unnecessary radiation. The vortices were propagated over the Talbot distance,\textsuperscript{184} $Z_T = 2\lambda/\Lambda^2$, the distance over which the initial periodic background field would repeat itself in linear media. Split-step propagation method\textsuperscript{182} was used to calculate the field for $z > 0$. All the transverse dimensions in this Section are given in arbitrary scaled units, “pixels”, equal to the physical distance between two neighboring points on the numerical grid.

To calculate the initial electric field the background field, Eq. (6.1) was multiplied by the vortex amplitude and phase functions. Since the field amplitude did not vanish at the boundaries of the $1024 \times 1024$ grid, elliptical Jacobi functions\textsuperscript{185} were used to generate vortex phase and a quadrupole of vortices was propagated\textsuperscript{*} (see Fig. 6.1 (a) and (d)). The intensity and phase of the vortex can be seen in Fig. 6.1 (b) and (d) (for $z = 0$); as well as in (c) and (d) (for $z = Z_T/2$). The trajectory of a vortex for 3 different values of $\beta$ and fixed $\Lambda = 256$ [pixels] are plotted in Fig. 6.2.

\textsuperscript{*} Elliptical Jacobi functions and quadrupole of vortices (instead of a single vortex) were used to satisfy phase continuity conditions for the split-step propagation method.\textsuperscript{182}
Fig. 6.1: Intensity profiles (a-c) (log scale) and phase profiles (d-f) (linear scale) for vortex propagation in a field with initial sinusoidal phase modulation. (a),(d): $z = 0$, the whole numerical grid is shown. (b),(e): $z = 0$, zoom-in on one vortex (quarter of the grid). (c),(f): same vortex at $z = Z_T/2$. 
As expected, a larger value of $\beta$ bring about a larger vortex orbit. Also, in the case of larger $\beta$, we can see loops and sharp changes in direction, which are not present in the case of $\beta = 0.1$. Unfortunately, no stable closed orbits were observed in the system’s chaotic behavior.

An interesting phenomena was observed for the case with a smaller modulation period, $\Lambda = 64$ [pixels], and $\beta = 0.25$. Upon propagation, one can observe generation and annihilation of limited edge dislocations and vortex dipoles ($m_1 = 1, m_2 = -1$) next to the initial vortex. The phase, intensity profiles and real and imaginary zero lines of the field with a dipole are shown in Fig. 6.3. The birth of the dipole may be attributed to an instability owing to the symmetry breaking of the background field.

In conclusion, motion of a vortex in a background field with initial periodic phase modulation was explored using numerical methods. No stable closed orbits were found. Nucleation and annihilation of vortex dipoles was observed. This system should be explored further throughout the $(\Lambda, \beta, \Phi_0)$ parameter space. Other potentially interesting initial fields should be considered, including backgrounds with periodic amplitude modulation and backgrounds with doubly periodic conditions.
Fig. 6.2: Trajectory of vortex motion in the transverse $xy$ plane for a vortex in a field with initial sinusoidal phase modulation. Phase modulation period $\Lambda = 256$ [pixels]. Grid size $1024 \times 1024$. Vortex coordinates are measured from the center of the grid. The initial position of the vortex is $(x_0, y_0) = (256, -256)$ [pixels]. Trajectories are shown for three values of phase modulation, $\beta$: 0.1, 0.16, 0.25; $\Phi_0 = \pi$. Propagation distance $z = Z_T$. 
Fig. 6.3: (a) Amplitude (thresholded log gray-scale) profile, (b) phase (linear gray-scale) profile and (c) real and imaginary zero lines of a field with a vortex after propagating a distance $z = 0.063Z_T$. Sinusoidal background phase modulation parameters: $\Lambda = 64$ [pixels], $\beta = 0.25$, $\Phi_0 = \pi$. 
6.3 *Motion of an anisotropic optical vortex*

The purpose of this Section is to investigate the motion of a vortex with an azimuthally varying phase gradient, or ‘torsion’. In previous Chapters of this dissertation we assumed that an axis of the vortex is parallel to the optical axis, $z$, which resulted in azimuthally isotropic phase gradient. On the other hand, a vortex with torsion corresponds to a vortex axis tilted with respect to $z$-axis. In this Section we will show that torsion (in addition to other parameters like vortex charge, vortex amplitude core function and background field) can affect the propagation of an optical vortex, due to the optical analog of Magnus force. This result shows that the paradigm “A vortex does not affect its own motion” which was introduced for vortices without torsion in Sec. 4.4 is not valid for tilted vortices. Magnus effect was investigated for vortices in superconductors and superfluids\textsuperscript{186,187} and also in optics\textsuperscript{188–190} but not in the context of optical vortices.

We consider an optical vortex with an anisotropic phase gradient.\textsuperscript{62} The electric field envelope of such vortex can be written as $E(r, \theta, z) = A(r) \exp[i\Phi(\theta)]$, where

$$\Phi(\theta) = m\theta + \beta \sin(\theta)$$

is the phase of the vortex. $A(r)$ is the vortex amplitude core function, $m$ is the integer vortex charge (assumed to be equal to $\pm 1$ in this section). From Eq. (6.2) one can see that the phase is continuous everywhere, except at the center of the singularity ($r = 0$). We will refer to parameter $\beta$ as torsion. A “conventional” isotropic vortex corresponds to $\beta = 0$. Fig. 6.4 shows the vortex phase for several values of $\beta$. Note that for $\beta > 57^\circ = 1 \text{[rad]}$, the gradient of the phase is reversed for some values of $\theta$. Let us examine the propagation of a torsion vortex, initially located at the center of
Fig. 6.4: A plot of phase $\Phi$ as a function of polar coordinate $\theta$ for four different values of torsion, $\beta$

a hyper-Gaussian beam. For this case the initial electrical field could be written as

$$E(r, \theta, z = 0) = A(r) \exp \left[-(r/w_0)^{2n_G}\right]$$

(6.3)

where the phase is given by Eq. (6.2), $n_G$ is the exponent of the hyper-Gaussian beam ($n_G = 1$ corresponds to a conventional Gaussian), and $w_0$ is the radial size of the beam.

The motion of an isotropic vortex located in a background field with non-uniform amplitude and phase was examined in Chapter 4. Upon propagation of the beam, the isotropic vortex moves in the transverse plane in the direction antiparallel to the phase gradient and perpendicular to the amplitude gradient of the background field. We will use the same principles in case of a torsion vortex. Namely, we consider a torsion vortex to be an isotropic $A(r) \exp[im\theta]$ vortex located on a Gaussian beam.
background with an additional anisotropic phase factor, \( \exp[i\beta \cos(\theta)] \). This phase factor introduces an effective background phase gradient, \( \mathbf{k}_\beta = -\hat{\theta} \beta \cos(\theta)/r \) where \( \hat{\theta} \) is the azimuthal unit vector. Thus, we have an isotropic vortex and a background field with wavevector, \( \mathbf{k}_{\text{beta}} \) (see Fig. 6.4 (a)), resulting in vortex motion in the direction

\[
\mathbf{k}_{\text{ph}} = -\text{Sgn}(\beta)\hat{y}, \tag{6.4}
\]

where \( \text{Sgn}(\beta) = \beta/|\beta| \) and \( \hat{y} \) is the unit vector along the \( y \)-axis. In addition, the light moving along \( \mathbf{k}_{\text{ph}} \) will create an amplitude gradient \( \mathbf{\nabla}(A_{BG}) \) parallel to \( \mathbf{k}_{\text{ph}} \) (Fig. 6.5 (b)). We use Eq. (4.14) to find the direction of motion of the vortex owing to amplitude gradient as the beam propagates in \( \mathbf{k} = \hat{z} \) direction (see Fig. 6.5 (b)):

\[
\mathbf{k}_{\text{amp}} = \text{Sgn}(m) \left[ \mathbf{k} \times \mathbf{\nabla}(A_{BG}) \right] = -\text{Sgn}(m)\text{Sgn}(\beta)[\hat{z} \times \hat{y}] = \text{Sgn}(m\beta)\hat{x}. \tag{6.5}
\]

We combine the vortex motion due to amplitude and phase gradients, \( \mathbf{k}_{\text{amp}} \) and \( \mathbf{k}_{\text{ph}} \), respectively to obtain a resultant vortex displacement in the direction shown in Fig. 6.5 (c). This phenomenon may be characterized as an optical analog of the mechanical Magnus effect on a spinning sphere moving in the air with \( \mathbf{k}_\beta \) and \( -\hat{\nabla}(m\theta) = -\hat{\theta}/r \) corresponding to corresponding to center of mass velocity, \( \vec{v} \), and spin velocity, \( \vec{v}_{\text{spin}} \), respectively.

We have modeled numerically the propagation of a torsion vortex in nonlinear self-defocusing media for different values of initial parameters \( m \) and \( \beta \). On Fig. 6.6 one can see the transverse phase and amplitude profiles for the case \( m = 1 \) and \( \beta = 40^\circ \). Initially the vortex is located at the center of the hyper-Gaussian beam \( (n_G = 2) \). As the beam propagates the vortex will move off the center in the com-
Fig. 6.5: Torsion vortex motion due to (a) phase and (b) amplitude gradients. The values of \( m > 0 \) and \( \beta > 0 \) were assumed for (a) and (b). The resultant direction of motion is shown in (c) for all possible signs of \( m \) and \( \beta \).
bined direction predicted by Eqs. (6.4) and (6.5) and shown in Fig. 6.5 (c). Note the asymmetric amplitude profile in the propagated field. However, after a certain distance of propagation the torsion in the vortex disappears due to diffraction and the vortex becomes approximately isotropic. We note, however, that without initial torsion the vortex would never move off the axis of the beam.

The plot on Fig. 6.7 shows how the vortex moves off the center for different values of torsion parameter, $\beta$. One can see two distinct propagation regimes. Namely, initially the vortex is moving fast, with the slope of $r(z)$ graph proportional to $\beta$. Upon propagation the torsion is reduced due to diffraction, resulting in the in much slower vortex drift away from the center owing to the influence of the background beam on the off-axis vortex.

In conclusion, this preliminary study predicted and numerically observed behavior of vortices with torsion which is not exhibited by “conventional” isotropic vortices. This behavior is attributed to the analog of the Magnus effect. Further research may lead to a better understanding of self-action of anisotropic vortices and additional means of controlling vortex motion.

\[\text{\textsuperscript{1} This motion was also observed in the case of linear media.}\]
Fig. 6.6: Intensity (a-b) and phase (c-d) profiles of a propagating torsion vortex. (a) and (c) show the initial field \( (z = 0) \), while (b) and (d) show the near-field profiles. \( \beta = 40^\circ \).
Fig. 6.7: Propagation dynamics of a radial displacement from the initial position (center of the beam) for a torsion vortex plotted for several values of $\beta$. Numerical simulation performed for the case of self-defocusing Kerr medium.
APPENDIX
A. VORTICES IN A 2-DIMENSIONAL FLUID FLOW

The purpose of this Appendix is to give a brief overview of the motion of vortex filaments in an inviscid incompressible fluid, mainly for those of the readers who are more familiar with optics than fluid dynamics. The discussion mostly follows classic hydrodynamics texts by Milne-Thomson⁸⁷ and McLeod.¹⁸³

Complex Potential

Let us consider a case of 2-D incompressible inviscid fluid. We can confine ourselves to a 2-dimensional flow model if the velocity field of the fluid is a function of only two variables. If the flow pattern is the same in every plane perpendicular to a certain axis, it is called a plane flow. It is convenient to describe points and vectors in the plane in terms of complex numbers. Any point with Cartesian coordinates \((x, y)\) can be characterized by a complex number \(z = x + iy\). Similarly, any vector of the form \(\vec{A} = a\hat{x} + b\hat{y}\) could be expressed as \(\vec{A} = a + bi\) (here, \(\hat{x}\) and \(\hat{y}\) are, of course, unit vectors in along x and y axes, respectively). For a 2-D velocity field \(\vec{v}(x, y) = v_x\hat{x} + v_y\hat{y}\) one can define a function \(\psi(x, y)\), such that

\[
v_x = -\frac{\partial\psi}{\partial y}, \quad v_y = \frac{\partial\psi}{\partial x}.
\]

(A.1)

\(\psi(x, y)\) is called the stream function. Eq. (A.1) requires \(\nabla(\vec{v}) = 0\) and which can be shown to valid for an incompressible fluid (by using the continuity equation). We define a \(\varphi(x, y)\), called velocity potential and require that \(\varphi + i\psi\) is analytical. For
this condition to be true $\psi(x, y)$ and $\varphi(x, y)$ have to satisfy the Cauchy-Riemann equations:

$$\frac{\partial \varphi}{\partial x} = \frac{\partial \psi}{\partial y}, \quad \frac{\partial \varphi}{\partial y} = -\frac{\partial \psi}{\partial x}. \quad (A.2)$$

From (A.1) and (A.2) one can obtain the relation between $\varphi(x, y)$ and the velocity field components:

$$v_x = -\frac{\partial \varphi}{\partial x}, \quad v_y = -\frac{\partial \varphi}{\partial y}. \quad (A.3)$$

We can now define an analytical function $W$, called *complex velocity potential*,

$$W = \varphi + i\psi. \quad (A.4)$$

By the nature of its definition, $W$ has a very useful derivative with respect to complex coordinate $z$.

$$\frac{dW}{dz} = \frac{\partial \varphi}{\partial x} + i\frac{\partial \psi}{\partial x} = \frac{\partial \varphi}{\partial x} - i\frac{\partial \varphi}{\partial y}. \quad (A.5)$$

We can see that the negative complex conjugate of this derivative will be equal to the velocity field:

$$-\left( \frac{dW}{dz} \right)^* = -\frac{\partial \varphi}{\partial x} - i\frac{\partial \varphi}{\partial y} = v_x + iv_y. \quad (A.6)$$

Let us consider a case of a vortex in a 2-D incompressible inviscid fluid. It is convenient to introduce a *vorticity* vector $\vec{\omega}$, such that

$$\vec{\omega} = \vec{\nabla} \times \vec{v}. \quad (A.7)$$

It can be shown (see Ref. 183, p. 60) that for the case of incompressible fluid $d(\vec{\omega})/dt = (\vec{\omega} \cdot \vec{\nabla}) \vec{\nabla}$. Let $x_3$ be the axis perpendicular to the plane of the flow, then
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the equation can be re-written as
\[
\frac{d}{dt}(\vec{w}) = |\vec{w}| \frac{\partial \vec{v}}{\partial x_3}, \tag{A.8}
\]

and since in a 2-D flow velocity \( \vec{v} = \vec{v}(x_1, x_2) \) is independent of the third perpendicular coordinate, \( (\partial \vec{v}/\partial x_3) = 0 \). Therefore, \( (d\vec{w}/dt) = 0 \). In the plane 2-D motion of an incompressible fluid vorticity is conserved.

Cylindrical Vortex

The simplest case of a 2-D vortex is a cylindrical vortex. Imagine a region in a cylindrical tube of radius \( r = a \) having a constant vorticity \( w \). Let the fluid outside the region have zero vorticity, and let the flow pattern be symmetrical around the origin of the vortex. The polar velocity components \( v_r \) and \( v_\theta \) will be both constant along any circle surrounding the origin. In the case of no sources or sinks the rate of flow in the radial direction through a circle of a fixed radius is equal to zero, and, therefore, \( v_r = 0 \). From Stoke’s circulation theorem, the flux of vorticity through a part of vortex tube enclosed a radius \( r < a \) should be equal to the circulation of the velocity field around the circle of that radius. The flux is the product of the vorticity with the area of that part \( \pi r^2 w \). Circulation is
\[
\Gamma = \oint_0 v_\theta r \, d\theta = 2\pi v_\theta r. \tag{A.9}
\]

Thus, for any \( r < a \) (i.e., inside the vortex) we get \( 2\pi v_\theta r = \pi r^2 w \), or
\[
v_\theta = \frac{rw}{2}. \tag{A.10}
\]

In other words, inside the vortex the fluid is rotating at a constant angular velocity \( \Omega = w/2 \). At the center of the vortex \( (r = 0) \) we have \( v_\theta = 0 \). This is a very important
result. The velocity field of a vortex or *induced velocity* is equal to zero. If a vortex is superimposed on some flow, the center of the vortex will move with the same velocity of the original flow. The vortex does not induce any motion onto itself.

Outside of the vortex \((r > a)\), the circulation along a circle of radius \(r\) will be equal to the total flux of vorticity produced by the vortex \(\pi a^2 w\). Therefore,

\[
2\pi v_\theta r = \pi a^2 w \\
\quad \quad \quad \quad \quad \text{(A.11)}
\]

From equations (A.10), (A.11) one can see that \(v_\theta\) is continuous on the boundary of the vortex \((r = a)\).

Outside of the vortex, at an arbitrary point \(z = r \exp(i\theta)\) the velocity will be

\[
v = iv_\theta \exp(i\theta) = v_\theta \exp[i(\theta + \pi/2)].
\]

Then, the derivative of the complex potential must be

\[
\frac{dW}{dz} = -v^* = -(i)v_\theta \exp(-i\theta) = \frac{i}{2r} \exp(i\theta) \frac{a^2 w}{2z} = i \frac{\kappa}{z},
\]

where \(\kappa \equiv a^2 w/2 = \Gamma_{vortex}/(2\pi)\) is the *strength of the vortex* and \(\Gamma_{vortex}\) is the circulation of the velocity field along the boundary of the vortex. The strength of a vortex in a fluid, \(\kappa\), is equivalent to the topological charge of an optical vortex, \(m\), except for the fact that the latter is quantized. Namely, while \(\kappa\) can, in principle, be any real number, \(m\) is by definition a signed integer, owing to the topological nature of an optical vortex. We can now integrate equation (A.12) to obtain

\[
W = i\kappa \ln z.
\]

This complex velocity potential corresponds to a vortex located at the origin. For a
vortex located at point \( z = Z_0 \) we have

\[
W = i\kappa \ln(z - Z_0). \tag{A.14}
\]

**Point Vortices (Vortex Filaments)**

Suppose that we have a cylindrical vortex at \( z = Z_0 \) with its radius \( a \) shrinking to zero in such a way that its strength, \( \kappa \) remains constant. This vortex has a vanishing size. It is called the *point vortex*. Since vortex strength is finite the fluid velocity would approach infinity in the vicinity of the center. We shall assume, that the induced velocity of a vortex filament is equal to zero at \( z = Z_0 \). Thus, at any point outside the vortex (which means anywhere except \( z = Z_0 \)) the complex velocity potential can be defined as

\[
W = i\kappa \ln(z - Z_0). \tag{A.15}
\]

Let us examine a case of two vortices of strengths \( \kappa_1 \) and \( \kappa_2 \) at points \( z = z_1 \) and \( z = z_2 \). The complex velocity potential will be

\[
W = i(\kappa_1 \ln(z - z_1) + \kappa_2 \ln(z - z_2)). \tag{A.16}
\]

At any moment of time the velocity of each vortex will depend on the position of the other one. We can write down the differential equations for the positions of each of the vortices:

\[
\begin{align*}
\frac{dz_2}{dt} &= \left( -\frac{dW}{dz} \right)^*_{z = z_2} = \left( \frac{-i\kappa_1}{z_2 - z_1} \right)^* = \frac{i\kappa_1}{z_2^* - z_1^*}, \\
\frac{dz_1}{dt} &= \left( -\frac{dW}{dz} \right)^*_{z = z_1} = \ldots = \frac{i\kappa_2}{z_1^* - z_2^*}.
\end{align*} \tag{A.17}
\]
If we multiply the first and the second equation in the system (A.17) by $\kappa_2/(\kappa_1 + \kappa_2)$ and $\kappa_1/(\kappa_1 + \kappa_2)$, respectively, and add the equations, we will obtain

$$\frac{d}{dt} \left( \frac{z_1 \kappa_1 + z_2 \kappa_2}{\kappa_1 + \kappa_2} \right) = 0. \quad (A.18)$$

The quantity $(z_1 \kappa_1 + z_2 \kappa_2)/(\kappa_1 + \kappa_2)$ is invariant in time. It is called the centroid of vortices. To examine the dynamics of this 2-vortex system, let us make a coordinate transformation that will put the centroid of vortices into the origin. Then, in our new frame of reference, the vortices will be at points $\xi_1 = r_1 \exp(i\theta)$ and $\xi_2 = -r_2 \exp(i\theta)$, with the radii $r_1$ and $r_2$ related in the following way: $r_1 \kappa_1 = r_2 \kappa_2$. Our equations will still look as in (A.17) with $\xi_1, \xi_2$ replacing $z_1, z_2$. We notice that

$$\frac{1}{\xi_1^* - \xi_2^*} = \frac{1}{d_V \exp(-i\theta)} = \frac{\exp(i\theta)}{d_V}, \quad (A.19)$$

where $d_V$ is the distance between the vortices: $d_V = r_1 + r_2$. The system of complex equations (A.17) now reduces down to a single complex equation since there are only two independent variables in the problem - one of the radii and the angle $\theta$.

$$\frac{d (r_1 \exp(i\theta))}{dt} = \frac{\kappa_2}{d_V} \exp(i\theta) \quad (A.20)$$

Let us do the differentiation, cancel out the exponential phase term and equate the imaginary and real parts in the last equation. We get

$$\frac{dr_1}{dt} = 0, \quad \text{and} \quad i r_1 \frac{d\theta}{dt} = i \frac{\kappa_2}{d_V}. \quad (A.21)$$

Thus, $\theta = \kappa_2 t/(d_V r_1)$. Also, $r_1 = \text{const}$, and, therefore, $r_2 = \text{const}$. We obtained that the distance between vortices will not change. Also, from $r_1 \kappa_1 = r_2 \kappa_2$ and $r_1 + r_2 = d_V$ we can get a better-looking expression for the angular velocity:

$$\Omega = \frac{\kappa_1 + \kappa_2}{\kappa_2 d_V^2}. \quad (A.22)$$
Thus, the vortices remain at the initial distance from each other and they both rotate around the centroid with the angular velocity $\Omega$. 
B. MODELING LIGHT PROPAGATION NUMERICALLY

This Appendix describes the “Split-Step” or “Beam Propagation” method we used to model the propagation of light in nonlinear media. This numerical algorithm was first introduced by Feit and Fleck\textsuperscript{182} in 1978 to simulate light propagation in optical fibers with graded refractive index.

The split-step method is an extension of a classic paraxial linear propagation algorithm which was known earlier.\textsuperscript{178} We will first describe the linear algorithm.

Given the initial monochromatic scalar electric field envelope, \( u(x, y, z = 0) \) we would like to “propagate” it in linear medium along the optical axis, \( z \) to obtain the field at arbitrary \( z > 0, u(x, y, z) \). The initial field envelope may be written as

\[
 u(x, y, z = 0) = A(x, y, z = 0) \exp \left[ i \Phi(x, y, z = 0) \right], \tag{B.1}
\]

where \( A(x, y, z = 0) \) and \( \Phi(x, y, z = 0) \) are the amplitude and the phase of the initial field, respectively. To obtain the propagated field one can use the paraxial transfer function,\textsuperscript{178} \( H(z) \):

\[
 u(x, y, z) = \mathcal{F}^{-1} \left\{ H(z) \mathcal{F}^{-1} \{ u(x, y, z = 0) \} \right\}, \tag{B.2}
\]

where

\[
 H(z) = \exp \left[ i \pi \lambda z \left( f_x^2 + f_y^2 \right) \right] \tag{B.3}
\]

is the transfer function, \( \lambda \) is the wavelength of light, \( f_x \) and \( f_y \) are the spatial frequencies in the Fourier domain along \( x \) and \( y \) axes, respectively. The forward and
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inverse Fourier transforms are given by

\[ \mathcal{FT}\{g(x, y)\} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dx dy \{g(x, y) \exp[-2\pi(f_x x + f_y y)]\} \]  
(B.4)

and

\[ \mathcal{FT}^{-1}\{G(f_x, f_y)\} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} df_x df_y \{G(f_x, f_y) \exp[2\pi(f_x x + f_y y)]\} , \]  
(B.5)

respectively. This analytical method lends itself easily to numerical implementation.

The continuous electric field in the transverse \( xy \) plane is represented by a discrete 2-dimensional array (grid) of complex numbers of size \( N \times N \). At each grid point \((n_x, n_y)\) we specify the real and imaginary parts of the field, normalized to the characteristic amplitude, \( u_0 \): \( u'_\text{RE} \equiv \Re\{u/u_0\} \) and \( u'_\text{IM} \equiv \Im\{u/u_0\} \). The scaled intensity and the phase of the field at each point can be reconstructed from \( u'_\text{RE} \) and \( u'_\text{IM} \): \( I/I_0 = (u'_\text{RE})^2 + (u'_\text{IM})^2 \) and \( \Phi = \arctan(u'_\text{IM}/u'_\text{RE}) \). To propagate the field numerically along the optical axis, \( z \), we apply Eq. B.2 to the normalized field \( u'(x, y, z) \), using a Fast Fourier Transform (FFT) algorithm.\(^{191}\) FFT is a generic name applied to any Discrete Fourier Transform (DFT) method providing a better performance than the brute-force algorithm, which requires a factor of \( O(N^2) \) operations for each dimension of size \( N \).

The FFT algorithms used in most of the current signal processing software have the \( O(N \log_2 N) \) performance (for each dimension) and are optimized for grid size which is an integer power of 2 (\( N = 2^j \), where \( j \) is an integer). FFT algorithms were popularized by Cooley and Tukey\(^{192}\) in 1965, although a number of algorithms were independently discovered earlier by various researchers, including Gauss in 1805 (see Ref. 193 for the overview of the literature). For example, a widely-used Danielson-Lanczos algorithm\(^{194}\) was published in 1942.
The algorithm implementing linear propagation given by Eq. (B.2) may be presented as follows:

1. Take a FFT of the initial field array.

2. Multiply each element of the array by the corresponding element of the transfer matrix $H$.

3. Take an inverse Fourier transform of the field obtained in the previous step.

Since the aforementioned linear algorithm uses Fourier transform, it implicitly assumes that the initial field $u'(x, y, z = 0)$ is doubly periodic in $x$ and $y$, i.e. that the rectangular sampling window repeats itself infinitely throughout the transverse plane (see Fig. B.1). The periods in $x$ and $y$ directions are equal to the physical size of the sampling window, $L_x$ and $L_y$:

$$u'(x, y, 0) = u(x + L_x p, y + L_y q, 0),$$

(B.6)

where $p, q$ are arbitrary integers. We will assume a square sampling window ($L_x = L_y = L$) for simplicity. This implied periodicity gives rise to several interesting features. The first one is the Talbot distance, $Z_T$. It is a minimal distance after which the propagated field $u(x, y, Z_T)$ is equal to the periodic initial field $u(x, y, z = 0)$.\textsuperscript{195,196}

We break down the propagation function in Eq. (B.3) into $f_x$- and $f_y$-dependent parts:

$$H(z) = \exp [i\pi \lambda z f_x^2] \cdot \exp [i\pi \lambda z f_y^2].$$

(B.7)

It is clear from Eq. (B.2) that the propagated field will be equal to the initial periodic field when $H(z) = 1$. This will occur when both phase factors in Eq. (B.7) are equal an integer factor of $2\pi$. For the $x$-axis term we obtain: $\pi \lambda z f_x^2 = 2\pi j$, therefore
Fig. B.1: Doubly periodic FFT window. The “main” window in the center is the numerical grid which we use to propagate initial beam. In this case, a finite beam is depicted by a circle. The numerical algorithm using FFT’s assumes a doubly periodic field - the initial field in the “main” window is infinitely repeated in $x$ and $y$ directions.

$$z = 2j/(\lambda f_x^2),$$

where $j$ is an arbitrary integer. Now, Talbot distance is equal to the smallest $z$ which results in $H(z) = 1$, thus we substitute the smallest index $j = 1$ and the largest spatial frequency $f_x = 1/L_x = 1/L$ to find

$$z_T = \frac{2L^2}{\lambda}.$$  \hfill (B.8)

The same result is obtained for the $y$-direction.

The periodic nature of FFT also gives rise to aliasing artifacts. These problems may arise in the numerical propagation of both finite-size and plane wave beams. In the former case, one has to make sure that the finite beam vanishes at the edges of the
(b) Initial beam after propagating a distance $Z_0/12$. The intensity profiles are rendered using exponential gray-scale which emphasizes artifacts due to aliasing. Numerical grid, so there is no aliasing between the “main” beam we are propagating and its mirror images in the periodic space. In Fig. B.2 we show the aliasing effects in the case of Gaussian beam propagation. The cross-like pattern is visible in the propagated field profile. One of the ways to avoid aliasing for finite-size beam is to ensure that the FFT window is large enough (compared to the beam size) to provide for zero intensity at the boundary of the window. This may be achieved through a procedure called “zero-padding”. It consists of increasing the size of the numerical grid by adding additional points with zero intensity around the initial beam.

The size of the finite-size beam with respect to the size of the numerical grid may be also important from the sampling point of view. The larger the size of the beam with respect to the FFT window size, the smaller the image of the beam in the Fourier space is. This may result in inadequate representation of the spatial frequencies in the beam. Let us derive the relation between the size of the Gaussian beam in the real space and in Fourier domain. Gaussian beam in real space may be written as
$E_0 \exp(-r^2/w_0^2)$, and its Fourier transform as $E_0 w_0^2 \exp(-\pi^2 w_0^2 \rho^2)$, where $\rho$ is the radial polar coordinate in Fourier space. The size of the Gaussian beam in real and Fourier spaces is $w_0$ and $1/\pi w_0$, respectively. For a $N \times N$ grid representing physical area of $L \times L$ in real space the size of a grid pixel is $L/N$, while in Fourier space the size of a grid pixel is $1/L$. Thus the size of the Gaussian beam, *measured in grid pixels* is $w_0 N/L$ and $L/\pi w_0$ in real and Fourier space, respectively. To have equal sampling in real and Fourier space one should set $w_0 N/L = L/\pi w_0$ which requires the size of a Gaussian in pixels to be $\sqrt{N/\pi}$ for both real and Fourier spaces. For example, for a $1024 \times 1024$ window the size of the Gaussian should about $\sqrt{1024/\pi} \approx 18$ pixels. In practice, however, resolution in Fourier space is sacrificed for resolution in real space by generating beams of sizes greater than $\sqrt{N/\pi}$ pixels.

Let us now describe the nonlinear algorithm. We follow the procedure given in Newell and Moloney in Ref.\textsuperscript{197}. The algorithm is designed to solve the Nonlinear Schrödinger (NLS) equation (see Eq. (4.7)), which, after normalization, maybe written as

$$i \frac{\partial u'}{\partial z} = \mathcal{L} u' + \mathcal{N}(z) u',$$

where $u' = u'(x, y, z)$ is the normalized field, the coordinates $x$ and $y$ are normalized by $w_{NL}$ and $z$ is normalized by $z_{NL}$, $\mathcal{L}$ is a linear operator ($\nabla_\perp^2$ in case of NLS) and $\mathcal{N}(z)$ is a nonlinear operator which depends on $u'$ (in case of ideal Kerr medium it is equal to a phase correction proportional to $n_2 |u'|^2$).

To obtain the field $u'$ after propagation over a small distance $\Delta z$ we can formally

\* These nonlinear scaling factors are described in Chapter 4
integrate Eq. (B.9):

\[ u'(x, y, \Delta z) = \exp \left[ -i \left( L \Delta z + \int_0^{\Delta z} d\tau N(\tau) \right) \right] u'(x, y, 0) \quad (B.10) \]

In general the formal operator expression given by Eq. (B.10) is hard to evaluate, since operators \( L \) and \( N \) do not commute. We can approximate this expression as

\[ u'(x, y, \Delta z) = \exp \left[ -i \frac{L \Delta z}{2} \right] \exp \left[ -i \int_0^{\Delta z} d\tau N(\tau) \right] \exp \left[ -i \frac{L \Delta z}{2} \right] u'(x, y, 0). \quad (B.11) \]

The Eq. (B.11) can be shown to approximate the operator in Eq. (B.10) with an error of \( O((\Delta z)^2) \). Since \( N = N(|u'|^2) \) for Kerr medium we can take \( N \) outside of the integral to obtain \( -iN(|u'(x, y, 0)|^2) \Delta z \) as an argument of the second exponential function in Eq. (B.11). On the other hand, \( L \) is just \( \nabla^2 \), \( \exp[-iL\Delta z/2] \) corresponds to multiplication in Fourier space by linear transfer function \( H(\Delta z/2) \) as described in Eqs. (B.2) and (B.3). The complete algorithm may be written as

\[ u'(x, y, \Delta z) = \text{FFT}^{-1}[H(\Delta z/2) \times \text{FFT}\{\exp(iN(u'|x, y, 0|^2)\Delta z)\text{FFT}^{-1}[H(\Delta z/2)\text{FFT}(u'(x, y, 0))])]. \quad (B.12) \]

To propagate a field over distance \( Z \) using steps of size \( \Delta z \) we will go through the following steps:

1. Propagate the initial field half a step in linear medium - over distance \( \Delta z/2 \):
   
   (a) Apply a Fourier transform to the field.
   
   (b) Multiply by transfer function \( H(\Delta z/2) \).
   
   (c) Apply an inverse Fourier transform to the field.
2. Multiply by the nonlinear correction factor $\exp[-N(|u'|^2)\Delta z]$.

3. Propagate the field full step in linear medium:
   
   (a) Apply a Fourier transform to the field.
   
   (b) Multiply by transfer function $H(\Delta z)$.
   
   (c) Apply an inverse Fourier transform to the field.

4. Go back to Step 2 until propagation distance is $z = Z - \Delta z/2$.

5. Propagate the field half a step in linear medium:
   
   (a) Apply a Fourier transform to the field.
   
   (b) Multiply by transfer function $H(\Delta z/2)$.
   
   (c) Apply an inverse Fourier transform to the field.

The size of the algorithm step, $\Delta z$, has to be adjusted so that the nonlinear phase correction is relatively small $N(|u'|^2)\Delta z/2\pi \ll 1$. 
C. SIGN CONVENTIONS IN PARAXIAL BEAM PROPAGATION

The purpose of this appendix is to establish the sign conventions to use in calculations of paraxial beam propagation. The signs need to be determined for the following expressions

- plane wave propagating in $+z$ direction phase factor
- free-space propagation function
- Fourier transform phase factor
- charge $m = +1$ vortex phase factor

The choice of aforementioned signs will determine the sign of the off-center vortex rotation in a propagating Gaussian beam.

**Plane Wave Propagating in $+z$ Direction**

The phase factor of a plane wave propagating in $+z$ direction is $\exp[+i\sigma_z kz]$, where $\sigma_z$ is the chosen sign factor ($\sigma_z = \pm 1$). Goodman, Gaskill and Indebetouw chose $\sigma_z = +1$. For $\sigma_z = +1$ the light propagates in the direction of the phase gradient. For $\sigma_z = -1$ the light propagates *against* the phase gradient. Thus, the $kz$ phase factor in the electric field will have the form:

$$\exp[+i\sigma_z kz] \quad (C.1)$$
The Free-Space Propagation Transfer Function

One can easily show how the transfer function, \( H(\rho, z) = \exp[-i\sigma_z \pi \lambda z \rho^2] \), is affected by the choice of \( \sigma_z \). Here \( \lambda \) is the wavelength and \( \rho \) is the radial coordinate in Fourier spatial frequency domain. Following Goodman\(^{178}\), we find that the ”total” transfer function of wave propagation phenomenon is (Eq. 3-74 in Ref. 178):

\[
H(\rho, z) = \exp \left[ i\sigma_z k z \sqrt{1 - (\lambda \rho)^2} \right]. \tag{C.2}
\]

For paraxial beams \((\lambda \rho)^2 \ll 1\), thus, we can approximate the total transfer function in Eq. (C.2) by the first two terms of the Laurent series:

\[
H(\rho, z) \approx \exp \left[ i\sigma_z k z \left( 1 - \frac{1}{2} (\lambda \rho)^2 \right) \right] = \exp[i\sigma_z k z] \exp[-i\sigma_z \pi \lambda z \rho^2]. \tag{C.3}
\]

We can re-write it as \( H = \exp[i\sigma_z k z] H(\rho, z) \), where \( H(\rho, z) = \exp[-i\sigma_z \pi \lambda z \rho^2] \).

**Note:** we use the script letter \( \mathcal{H} \) for the ”total” transfer function (which includes the term \( \exp[i\sigma_z k z] \)) and the itallic capital letter \( H \) for the part of the transfer function excluding the term \( \exp[i\sigma_z k z] \). In the further discussion we only refer to \( H \).

It is clear from the previous paragraph the sign of the phase in \( H(\rho, z) \) should be opposite to the sign of the phase in the plane wave factor \( \exp[+i\sigma_z k z] \). Both Goodman\(^{178}\) and Gaskill\(^{198}\) adhere to this paradigm. Indebetouw,\(^{57}\) however, sets both signs to be positive.

**Fourier and Fourier-Bessel Transforms**

The sign of the phase factor, \( \sigma_{FT} \), in the Fourier and Fourier-Bessel transforms is *irrelevant* to the propagated field (at least in the case of a Gaussian beam with
Obtaining the propagated field involves taking both forward and inverse Fourier (or Fourier-Bessel) transforms and the signs cancel out.

Forward Fourier transform:
\[
\mathcal{FT}\{g(x, y)\} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dx dy \{g(x, y) \exp[+\sigma_{FT} 2\pi (f_x x + f_y y)]\}.
\] (C.4)

Inverse Fourier transform:
\[
\mathcal{FT}^{-1}\{G(f_x, f_y)\} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} df_x df_y \{G(f_x, f_y) \exp[-\sigma_{FT} 2\pi (f_x x + f_y y)]\}.
\] (C.5)

Forward Fourier-Bessel transform:
\[
\mathcal{FT}\{g(r, \theta)\} = \int_{-\infty}^{\infty} r dr \int_{0}^{2\pi} d\theta \{g(r, \theta) \exp[+i\sigma_{FT} 2\pi \rho r \cos(\theta - \phi)]\}.
\] (C.6)

Inverse Fourier-Bessel transform:
\[
\mathcal{FT}^{-1}\{G(\rho, \phi)\} = \int_{-\infty}^{\infty} \rho d\rho \int_{0}^{2\pi} d\phi \{G(\rho, \phi) \exp[-i\sigma_{FT} 2\pi \rho r \cos(\theta - \phi)]\},
\] (C.7)

where \(\sigma_{FT} = \pm 1\). \(x, y\) and \(f_x, f_y\) are Cartesian coordinates and spatial frequencies, \(r, \theta\) and \(\rho, \phi\) are cylindrical coordinates and spatial frequencies, respectively. The choice of \(\sigma_{FT}\) will only affect the field in Fourier plane (imposing a \(\pi\) phase difference). The propagated field is not affected. Goodman\(^{178}\) and Gaskill\(^{198}\) chose \(\sigma_{FT} = -1\).

**Vortex Phase Term**

One can write down the vortex phase term as \(\exp[+i\sigma_V]\), where \(m\) is the charge of the vortex (signed integer). In the transverse \(x-y\) plane a vortex of charge \(m\) will have the light circulating in the direction of \(\text{Sgn}(\sigma_z \sigma_V m) \odot\), where \(\text{Sgn}(x) = |x|/x\) and \(\odot\) indicates counter-clockwise (CCW) rotation. Let us chose from angular momentum
considerations. The angular momentum is going to be positive (i.e. pointing along +\(z\)) if the light is circulating CCW in the transverse \(x-y\) plane as it propagates in the +\(z\) direction. If we require charge \(m = +1\) vortex to have positive angular momentum, then we want \(\sigma_z \sigma_V = 1\), or \(\sigma_z = \sigma_V\). If we choose \(\sigma_z = -\sigma_V\), then a vortex with positive charge will have negative angular momentum.

The following table shows conventions adopted by various authors:

<table>
<thead>
<tr>
<th>(\sigma_z)</th>
<th>(\sigma_V)</th>
<th>Reference No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>+1</td>
<td>+1</td>
<td>7, 57, 162, 199</td>
</tr>
<tr>
<td>−1</td>
<td>−1</td>
<td>14, 158, 200</td>
</tr>
<tr>
<td>−1</td>
<td>+1</td>
<td>56, 84, 85, 90</td>
</tr>
</tbody>
</table>

**Propagated Field**

The field of a vortex of charge \(m\) initially located at the center of a Gaussian beam can be written as:

\[
E(r, \theta, z) = \frac{E_0 (r/w)_r^{\lvert m \rvert}}{[1 + (z/z_0)^2]^{(\lvert m \rvert + 1)/2}} \exp \left[ -\frac{r^2}{w^2(z)} \right] \exp \left[ i\Phi(r, \theta, z) \right],
\]

where \(\Phi(r, \theta, z) = \sigma_V m \theta + \sigma_z [-(\lvert m \rvert + 1) \arctan(z/z_0) + kr^2/R(z) + kz], w(z) = [1 + (z/z_0)^2]^{1/2} \text{ and } 1/R(z) = z/(z^2 + z_0^2).\)

The field of a vortex of charge \(m = \pm 1\) initially located at \((r_0, \theta_0)\) may be written as:

\[
E(r, \theta, z) = \frac{E_0}{[1 + (z/z_0)^2]^{1/2}} \exp \left[ -\frac{r^2}{w^2(z)} \right] \exp \left[ i\Phi(r, \theta, z) \right] \\
\times \frac{1}{w} \left[ r \exp[i\Phi_2(\theta, z)] - r_0 \exp[i\sigma_V m \theta_0] \right],
\]

(C.9)
where the phases are expressed as 
\[
\Phi_1(r, \theta, z) = \sigma_z [-\arctan(z/z_0) + k r^2 / R(z) + kz]
\]
and 
\[
\Phi_2(\theta, z) = \sigma V m \theta - \sigma_z \arctan(z/z_0). \]
The location of the vortex, \((r_V, \theta_V)\), may be found by requiring both the real and the imaginary parts of the field in equation Eq. (C.9) to be equal to zero, \(E(r_V, \theta_V, z) = 0\). After solving for \(r_V\) and \(\theta_V\), we obtain

\[
r_V = r_0 \left[1 + (z/z_0)^2 \right]^{1/2}, \tag{C.10a}
\]

\[
\theta_V = \theta_0 + \text{Sgn}(\sigma_z \sigma V m) \arctan(z/z_0). \tag{C.10b}
\]
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